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ABSTRACT

Mechatronics systems are characterized by their ability of integrating components and systems to control real world entities. To do so, real-time systems have increasingly been used, since controlling real world objects requires considering both their logical and timing constraints. In this context, fault tolerance mechanisms play an important role since faults in such a system may imply in considerably losses. For example, an error in a flight control system may incur in loss of human life.

Several fault-tolerant approaches for real-time systems have been derived. Most of them restrict the system and fault model in a particular way or are strictly linked to a specific recovery model or scheduling policy. Moreover, to the best of our knowledge, there is no systematic metric, which enables an effective comparison among the existing fault-tolerant approaches. The main goal of this work is to fill this gap by providing a fault resilience comparison metric for different fault-tolerant scheduling approaches. To do so, a simulation-based framework was derived to compute resilience values while simulating specific time windows. Such values are then used to infer system resilience based on statistical analysis techniques. Results have shown that the derived metric can be used to compare, for example, two scheduling policies for real-time systems from fault resilience viewpoint, which demonstrates that our approach is reasonably independent of the system model.
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CHAPTER 1

INTRODUCTION

Mechatronics, as sub-area of automation, is gaining prominence due to its ability to integrate components and systems (via hardware or software), in order to make cost-saving products [36, 27]. The main components of a mechatronic system is shown in Figure 1.1.

![General scheme of a mechatronic system](image)

**Figure 1.1.** General scheme of a mechatronic system

The *user* is the entity that needs/wishes to manipulate a *controlled object*, which can be an industrial plant or a robot, for example. The controlled object is a real-world entity that has logical requirements, related to its functional correctness, and timing requirements, usually defined as the maximum time to perform its operations. Controlled objects are usually manipulated by the user through a *Human Machine Interface* (HMI), which aims at monitoring the operation and commanding this object. In most applications the human machine interface interacts with controlled objects through a *control system*, which is responsible for managing the entire operation flow of controlled objects. *Sensors* and *actuators* are used by control systems to perform operations in controlled objects. The former are devices responsible for informing the current state of the controlled objects to control systems. The later represents the mechanisms that enable the control system to interfere in controlled objects evolution [39].
Real-time systems have increasingly been used in mechatronics since these applications necessarily need to consider both logical and timing requirements of controlled objects. It is interesting to notice that there is an important difference between general purpose systems and real-time systems. The former focus on assuring logical correctness and minimizing task average response times. For real-time systems correctness depends not only on the logical results but also on the time at which results are produced [50].

Real-time systems are usually defined based on a set of tasks, where each task represents an execution unit. Usually, each task has its own timing constraint. For example, the task that runs a control algorithm should respond within a maximum predetermined time interval. Thus, it is necessary to establish an execution order for tasks (or its operations) considering its timing requirements. Generating such a sequence, also called execution scale or schedule, is an attribution of the scheduling mechanism, a key component for ensuring timeliness.

Usually, the schedule is generated based on heuristics, called scheduling policies, that define which tasks will be executed at each time instant. Once the scheduling policy is chosen, it is necessary to verify if there is a possibility that any task violates its timing restriction. Thus, tasks execution order, generated by the scheduler, must be validated to ensure timeliness. This activity is performed by the schedulability analysis, which will evaluate the system temporal behavior, checking if all tasks will meet their timing requirements. If this is true, the system is said to be schedulable according to the considered scheduling policy.

In the context of real-time applications, we must also consider the possibility of error occurrence. In some cases, upon the detection of an error, re-executing the faulty task can be satisfactory for providing fault tolerance. In others, recovery tasks need to be executed to ensure that the system is put in a safe state. These fault tolerance techniques are characterized by using time redundancy and can be effective for several real-time systems [24, 17, 32].
Indeed, on the assumption that all applications potentially fail [56], we must evaluate if faults can prevent tasks from meeting their deadlines, particularly with regard to applications in which time violation may lead to serious consequences. Actually, when errors take place, the time available for fault tolerance is smaller than in scenarios where there are no errors. Thus, not only the scheduler should cover such possibilities, but also the analysis techniques must be suitable to consider errors consequences.

Several fault-tolerant scheduling approaches have been derived. In a nutshell, they artificially assume a given worst-case scenario for error occurrences and then adapt schedulability analysis techniques accordingly. Also, the derived approaches are strictly linked to specific system and/or fault model. For example, some approaches consider that errors take place periodically [17, 8]. Others, fix a maximum number of errors per system task [4, 32].

Although these techniques are important, because they give designers some sort of timeliness assessment, they do not provide a measurement of system fault resilience. Indeed, it is interesting to have some measurement of fault resilience for real-time systems, which can be independent of the system and the assumed error pattern, issue not yet satisfactorily addressed by the research community.

The main goal of this work is to fill this gap by providing a metric which allows the comparison between different real-time systems from fault resilience point of view. To do so, a simulation-based framework is derived to compute fault resilience values while simulating specific time windows. Also, some statistical analysis is carried out to infer the fault resilience of a given system based on a sample of such values. Results can then be used to subsidize a quantitative comparison among real-time systems. Some preliminary results has been presented recently [42, 34, 43] showing that the derived metric can be used, for example, to compare two mostly used scheduling policies for real-time systems.

The remainder of this document is organized as follows. Chapter 2 presents basic concepts on real-time systems in terms of task set, scheduling policies and feasibility analysis approaches. Also, this chapter describes some scheduling approaches for dealing
with error occurrences. Chapter 3 presents the simulation-based approach, developed to compute a fault resilience metric for real-time systems, and some important definitions and properties. The main components in this environment are the *scenario generator*, which helps to determine the simulation time interval, and the *error generator* which effectively computes the fault resilience for each system task. These components are described in Chapters 4 and 5, respectively. The statistical analysis of data is presented in Chapter 6. Finally, conclusions and future work are presented in Chapter 7.
CHAPTER 2

REAL TIME SYSTEMS AND FAULT TOLERANCE

Real-time systems are usually described as a set of tasks, with logical and timing constraints, that need to be executed in some specific order so that such constraints are not violated. Tasks execution order is determined by scheduling policies and timeliness requirements are assessed by schedulability analysis techniques. When the system is subject to unexpected events such as errors, both scheduling policy and schedulability analysis must be adapted to consider fault tolerance aspects.

This chapter gives an overview of some concepts of a real-time system, the most common scheduling policies and feasibility analysis techniques and then shows how fault tolerance has been considered in such systems.

2.1 REAL-TIME SYSTEMS STRUCTURE

2.1.1 Tasks

Real-time systems are usually structured as a set of tasks $\Gamma = \{\tau_1, \tau_2, ..., \tau_n\}$, where each task $\tau_i$ represents an execution unit. Tasks are characterized by having precedence relations, communication requirements and other attributes. For each task $\tau_i$, some of the most important attributes are computation time, period and deadlines [22]. Such attributes are shown in Figure 2.1.

When task $\tau_i$ is released for execution it spends at most $C_i$ time units executing, which represents the worst-case execution time required by such a task. Also, each task $\tau_i \in \Gamma$ must be executed within a specific time interval, which is called deadline and is denoted by $D_i$. Deadlines represent task timing constraints. Notice that $\tau_i$ can be activated several times (three times in Figure 2.1) and each of these activations is called
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In general, tasks in real-time systems may have different criticality levels with respect to their time constraints. “Critical” real-time systems may potentially cause serious consequences if task deadlines are not met [22, 50]. They are also called hard real-time systems and tasks are said to have hard deadlines. This is the case, of the robots in an automobile production line or a flight control system, for example. On the other hand, for “non-critical” real-time systems, violating task deadlines does not necessarily imply in environmental risks or loss of human life. Such applications are also known as soft real-time systems and tasks are said to have soft deadlines. This is the case of bank processing systems and multimedia applications.

Also, observe in Figure 2.1 that $\tau_i$ is released at each $T_i$ time units, which represents its activation periodicity. Depending on its activation occurrence tasks can be classified as periodic, when they are time-triggered on a regular basis as illustrated in Figure 2.1 or aperiodic, when they have random activation time instant as shown in Figure 2.2.

It is also possible to describe sporadic tasks, which are aperiodic but have known minimum interval between two consecutive activations. Consequently, the maximum
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load a sporadic task $\tau_i$ may impose to the system is when it arrives periodically, since $T_i$ represents the lower bound between its successive activations [48].

Based on the described attributes, tasks are represented by four $n$-tuples, which give their periods, deadlines, worst-case execution times and recovery times, respectively denoted as $T = (T_1, \ldots, T_n)$, $D = (D_1, \ldots, D_n)$, $C = (C_1, \ldots, C_n)$ and $\bar{C} = (\bar{C}_1, \ldots, \bar{C}_n)$.

Tasks attributes described above represent an important parameter for the scheduler, since based on them the tasks execution order is defined and timeliness assessment is carried out. The execution order for each task is determined by heuristics, called scheduling policies, which will be described in the following section.

2.1.2 Scheduling Policies

The schedule is defined by the scheduling policy and the component responsible for generating the schedule is the scheduler, which can be preemptive, when a task execution can be interrupted, and non-preemptive, otherwise [22]. A schedule that enables the execution of all tasks without violating their timing constraints, is named feasible [35].

The most popular scheduling policies are priority-oriented. Under such policies each task/job has a priority associated with it, which is responsible for establishing precedence relations among those that are ready to execute. Thus, the scheduler chooses to run that task/job ready for execution which has the highest priority. Although priority in real-time systems can be associated according to several criteria, for priority-oriented policies, the precedence between tasks is usually determined on the basis of its timing constraints, since this favors the implementation of better performance scheduling algorithms [22]. Nonetheless, it is still possible to map priorities according to other attributes such as degree of importance, for example [10].

Tasks priorities can be fixed, when it is established during the project (off line), or dynamic, when the priority is defined during runtime (on line) [22]. When task priorities are defined during runtime there is a gain in terms of flexibility and adaptability,
what allows greater adequacy to situations that cannot be predicted, such as errors [37, 51]. In any case, the implementation of scheduling policies should be simple and efficient, allowing timeliness validation through schedulability analysis. The most popular scheduling policies are summarized in the following sections.

2.1.2.1 Fixed-Priority Scheduling Policies

Before presenting two of the most popular fixed-priority scheduling policies, consider Example 2.1, which is used as illustration.

Example 2.1 Consider a periodic task set composed of two tasks \( \Gamma = \{\tau_1, \tau_2\} \). Tasks attributes are represented by tuples such that \( C = (3, 3) \), \( T = (8, 12) \) and \( D = (7, 5) \) represent their worst-case execution time, period and deadline respectively.

*Rate Monotonic* (RM) is a fixed-priority scheduling policy according to which tasks priorities are assigned in inverse order of their periods. Since these periods are fixed per task, all jobs of a given task have the same priority. When a task deadline is equal to its period \( D_i = T_i \) and tasks are independent of each other, RM is considered an optimal algorithm within the class of fixed priority algorithms, since it is able to schedule any task set that can be scheduled by any other fixed priority scheduling policy [35, 6, 22]. Figure 2.3 shows the RM scheduling for Example 2.1. Down arrows represents task deadlines.

![Figure 2.3. Illustration of a RM schedule for Example 2.1](image-url)

Observe that both tasks are released together at time instant 0, however, since \( \tau_1 \) has the highest priority it executes first and \( \tau_2 \) waits until it finishes. This is represented by the dotted lines. Also, notice that the first job of \( \tau_2 \) misses its deadline, which is not
desired, in the general case. The scheduling for $\Gamma$ is carried out during the hyperperiod $h$, which is the least common multiple of task periods. In this case, $h = \text{lcm}(T_1, T_2) = 24$.

As mentioned before, RM optimality considers that task periods are equal to their deadlines and this represents a restriction for some applications [22]. The Deadline Monotonic (DM) scheduling policy can be seen as an extension of RM. Actually, DM is another fixed priority scheduling policy in which the highest priority task is the one with lowest relative deadline. Figure 2.4 shows a DM scheduling for Example 2.1.

![Figure 2.4. Illustration of a DM schedule for Example 2.1](image)

When task deadlines are less than or equal to their period ($D_i \leq T_i$), Deadline Monotonic is considered to be an optimal algorithm among those fixed-priority scheduling policies [22, 6, 47].

### 2.1.2.2 Dynamic-Priority Scheduling Policies

One of the most usual scheduling policies based on dynamic priorities is known as *Earliest Deadline First* (EDF). According to EDF, jobs with the shortest deadline have the highest priority, and therefore are executed first. This means that different jobs from the same task may have different priorities. In the context of priority-oriented scheduling policies (fixed or dynamic), EDF is considered optimal for preemptive systems with one processor [35, 6, 47].

While fixed-priority policies assume constant deadlines for each job, EDF requires an extra computation to update such priorities. Furthermore, EDF presents a better performance than RM, when context switches are considered, since the number of preemptions made by a RM scheduler is greater than the one considering EDF [10]. To understand
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EDF scheduling, consider the following example as illustration.

**Example 2.2** Consider a periodic task set composed of two tasks \( \Gamma = \{\tau_1, \tau_2\} \). Tasks attributes are represented by tuples such that \( C = (1, 4.5) \), \( T = (3, 8) \) and \( D = (2, 7) \) represent their worst-case execution times, periods and deadlines respectively. Figure 2.5 shows an EDF schedule for \( \Gamma \).

![Figure 2.5. Illustration of an EDF schedule for Example 2.2](image)

Observe that if RM was being considered, at time instant 6 \( \tau_1 \) would preempt \( \tau_2 \) since its period is smaller. However, when EDF is considered \( \tau_2 \) is not preempted. The decision about which scheduling policy should be used for an application depends on its purpose. Each approach has advantages and disadvantages that should be considered in the context of the system model and the application criticality.

2.1.3 Schedulability Analysis

As mentioned before, schedulability analysis is a means of checking whether tasks meet their deadlines considering a given scheduling policy. Intuitively, it is possible to verify if all tasks in a given a periodic task set \( \Gamma \) will meet their deadlines simulating an execution scale for them during the hyperperiod. However, depending on the relation between task periods, the generated execution scale can be too large. Moreover, such method is static and not flexible since if a task needs to be added or removed from the task set, the hyperperiod value needs to be recalculated and execution scale has to be generated again.

It is worth mentioning that in some cases, because of the large number of tasks in the task set, it is difficult to make a simulation encompassing all possible combinations
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for tasks. In practice, schedulability analysis techniques look forward to defining system schedulability in terms of mathematical functions. Three kinds of feasibility analysis are described in literature [22, 37]:

- Sufficient tests: used to determine a schedulability upper bound. For values beyond this upper bound there are no schedulability guarantees;

- Necessary tests: used to determine unschedulability bounds, identifying unschedulable task sets;

- Exact tests: they are both sufficient and necessary. In other words, this kind of test can identify schedulable and unschedulable task sets, and consequently both schedulability and unschedulability bounds are known.

Figure 2.6 illustrates the tests described previously.

![Figure 2.6. Schedulability tests [22]](image)

In general, two approaches to schedulability tests are common: Processor Utilization Analysis and Response Time Analysis. Such techniques are described in Sections 2.1.3.1 and 2.1.3.2, respectively.

2.1.3.1 Processor Utilization Analysis

Suppose a set of $n$ independent, periodic tasks $\Gamma = \{\tau_1, \ldots, \tau_n\}$, scheduled by a uniprocessored system. Each task $\tau_i \in \Gamma$ is activated periodically and executes at most $C_i$ time units. Thus, each task uses at most $U_i = C_i/T_i$ of the processor total capacity. In other words, the processor maximum utilization factor to this task set is given by:
\[ U = \sum_{i=1}^{n} \frac{C_i}{T_i} \]  
(2.1)

The schedulability analysis is given in terms of a simple mathematical function, taking into consideration the processor utilization factor. Considering a task set with \( n \) tasks scheduled by RM the system is said to be schedulable if [35]:

\[ U \leq n(2^{\frac{1}{n}} - 1) \]  
(2.2)

Note that for large values of \( n \) this bound approaches to \( \ln 2 \approx 69\% \). This implies that for systems with \( U > 69\% \), it may not be possible to determine the system schedulability.

Hence, fixed-priority scheduling policies, this analysis is characterized as sufficient, since it is not able to identify all schedulable task sets. As illustration, consider that \( D = T \) in Example 2.1. In this case, according to Equation 2.1, \( U = 0.625 \). Also, since \( U \leq n(2^{\frac{1}{n}} - 1) \) the task set can be considered as schedulable. This is illustrated in Figure 2.7. Observe that no task miss its deadline. Down arrows are suppressed since they coincides with up arrows.

![Figure 2.7. RM schedule for Example 2.1 considering \( D = T \)](image)

For dynamic priorities scheduling policies such as EDF, the schedulability analysis can be exact [35] if task periods are equal to their deadlines (\( D = T \)). In this case the task set is said to be schedulable if and only if:

\[ U \leq 1 \]  
(2.3)
2.1.3.2 Response Time Analysis

Response Time Analysis, as the name describes, is based on deriving the maximum response time $R_i$ that a task $\tau_i$ can achieve, considering a certain scheduling policy. The basic idea of such an analysis is to calculate, for each system task, the maximum time elapsed from its release time until the end of its execution, taking into consideration the maximum interference that such a task may suffer from others, with priority greater than or equal to its own priority. To make things clear, observe Figure 2.8, a fixed priority system with two tasks.

![Figure 2.8. Maximum response time for $\tau_2$ in Example 2.1 considering $D = T$](image)

Observe that the first job of $\tau_2$ is released at time 0 and finishes its execution by time 6. Thus, the response time in this case is 6. The second job of $\tau_2$ is released at time 12 and finished its execution by time 15. Considering all jobs released during the hyperperiod $h$, the maximum response time for $\tau_2$ is $R_2 = 6$. Also, notice that the first job suffers an interference from $\tau_1$, which have an execution priority greater than that of $\tau_2$. Since $D = T$, $R_2 \leq D_2$ and $\tau_2$ is schedulable. The same reasoning is used to compute the maximum response time for $\tau_1$, which is $R_1 = 3$. Hence, since both tasks are schedulable, the task set $\Gamma$ is considered schedulable.

It is important to observe that the maximum response time for a task $\tau_i \in \Gamma$ must be calculated considering the worst-case interference for each system task. To do so, $R_i$ is usually computed during the critical instant, which is defined as the time instant in which a task will have the largest response time [35]. Considering a task set with $n$ independent tasks $\Gamma = \{\tau_1, \ldots, \tau_n\}$ scheduled according to some fixed priority scheduling policy where tasks deadlines can be smaller than or equal to their periods ($D \leq T$) [22], the maximum
response time for each task $\tau_i \in \Gamma$ is given by:

$$R_i = C_i + \sum_{j \in hp(i)} I_j$$

where $hp(i)$ is the set of tasks with priority greater than that of $\tau_i$ and $I_j$ is the greatest interference caused by a higher priority task. The worst-case interference a task $\tau_j \in \Gamma$ can cause in $\tau_i$ can be computed by

$$I_j = \left\lceil \frac{R_i}{T_j} \right\rceil C_j$$

where $\left\lceil \frac{R_i}{T_j} \right\rceil$ is the number of activations of $\tau_j$ during $R_i$. The maximum response time for a task $\tau_i$ can be then written as [2, 37, 22]:

$$R_i = C_i + \sum_{j \in hp(i)} \left\lceil \frac{R_i}{T_j} \right\rceil C_j \quad (2.4)$$

Also, the task set $\Gamma$ is considered schedulable if $\forall \tau_i \in \Gamma, R_i \leq D_i$ [2]. Response time calculation is iterative, converging to a finite value if the system utilization is not greater than one. Also, such a method is not so simple when EDF scheduled systems are considered. Indeed, since this is an exact schedulability analysis, it is able of determining all schedulable task sets for any priority oriented scheduling policy.

In the following section fault tolerance aspects for real-time systems are considered. Also, some scheduling approaches to dealing with error occurrences are presented. Most of them either adapt or extend their scheduling policies and analysis techniques to comply with such events.
2.2 FAULT-TOLERANT REAL-TIME SYSTEMS

2.2.1 Fault Tolerance Overview

When it comes to computer applications, faults are inevitable and can have several causes such as specification or implementation problems, components malfunctioning, defects or fatigue, manufacturing imperfections as well as external disturbances, such as electromagnetic interference and environmental variations [56]. Before addressing the formal definition of fault it is necessary to understand the concepts of error and failure.

Considering any computational system, a failure occurs when there is a transition from an expected behavior (correct) to a behavior that is not expected (incorrect). That is, a failure represents a deviation from system specification. The system state whose processing could lead to a failure is called error state. Formally, faults are physical or algorithmic causes of errors [56, 3].

Despite the occurrence of faults, a computational application must provide confidence in the executed operations (dependability). This confidence is an integrated concept that involves some attributes, such as availability, reliability, safety, integrity and maintainability [3]. Faults, errors and failures pose a threat to dependability. Real-time applications, for example, may have their schedulability affected by fault occurrence. Hence, such threats should be considered and addressed appropriately in order to avoid undesirable consequences. In this case, fault tolerance mechanisms should be implemented since they aim at keeping system correctness even in the presence of faults [3]. It is important to mention that fault tolerance mechanisms do not exclude fault preventing and fault removal techniques, specially for systems that require high dependability, such as critical real-time systems [56].

Faults can be classified according to certain criteria [3], however this work will consider the persistence criterion, according to which they can be transient or permanent. Transient faults are those that occur only during a given time, then disappear. This is the case, for example, of faults caused by electromagnetic interference. When transient
faults occur repeatedly they are called intermittent faults. Permanent faults are caused by a permanent defect in a computing unit, such as the lack of connectivity between two nodes of a network.

Most techniques used for providing fault tolerance are based on spatial or time redundancy. The former implements hardware replication and therefore is more used to tolerate permanent faults [56]. The later consists of repeating the computation in time and is used in the case of permanent software faults and transients faults, which has been pointed out as the most frequent ones [24] and is the focus of this work. Thus, the usual approach for dealing with transient faults in real-time systems is based on time redundancy. This means that upon the detection of an error, an extra code is executed to provide the actions necessary to keep system correctness. Such actions, defined by the system recovery scheme, can be the re-execution of the faulty task or the execution of an alternative version.

In general, two techniques for recovery, based on execution of alternative tasks, stand out: Recovery Blocks and Exception Handlers. Recovery blocks are execution blocks that detect an error by acceptance tests and backward error recovery to avoid system failures. Basically, each recovery block consists of three elements: (1) a primary module (2) an acceptance test and (3) at least one alternate module, which implements different task versions [8, 1]. Exception handlers try to undo the effects of a faulty execution, switching the execution to a specific subroutine, rather than re-executing the entire computation [8].

In the following section some scheduling approaches for fault-tolerant real-time systems are detailed. Also, their shortcomings are presented and discussed as a motivation to the following chapter.
2.2 Fault-Tolerant Real-Time Systems

2.2.2 Temporal Redundancy Techniques for Real-Time Systems

Based on the assumption that any application potentially fails [3] fault tolerance techniques need to be used to ensure that the system will keep its correct behavior even in the presence of faults. For several real-time systems providing fault tolerance via time redundancy is effective [17, 32]. According to this approach, whenever an error is detected a recovery task is scheduled to recover the system from an incorrect state. This recovery task can be either the faulty task or any other extra code. As illustration, consider the following example.

Example 2.3 Consider a task set \( \Gamma = \{\tau_1, \tau_2\} \) composed of two independent periodic tasks scheduled by RM. Also, assume \( C = (1, 1), T = (2, 3), D = T \) and that \( \tau_1 \) is affected by an error at time 3. Figure 2.9 shows this schedule.

![Figure 2.9. Fault tolerance based on time redundancy](image)

Observe that in Figure 2.9(a) fault tolerance is achieved through the re-execution of the faulty task. In this case, the recovery execution cost \( \bar{C}_1 = C_1 = 1 \). Also, the priority of the recovery task is the same as that of the faulty task and for this reason the recovery task preempted the execution of \( \tau_2 \). In Figure 2.9(b) recovery is implemented through the execution of an alternative task version which has the same priority of the faulty task. In this case, the recovery execution cost can be smaller than the execution cost of the faulty task. In other words, \( \bar{C}_1 < C_1 \).

Clearly, if fault tolerance techniques are considered both scheduling policy and schedulability analysis need to be adapted to take them into account. In general, schedulability analysis is built up on the assumption that the system behavior is known in worst case and this has also been true when fault tolerance aspects are considered. Nonetheless,
incorporating fault tolerance aspects into schedulability is not straightforward, since errors are random events which occurrence cannot be predicted. The usual approach to taking the effects of recovery tasks into schedulability analysis is to artificially assume a worst-case pattern for errors and the derive schedulability analysis accordingly.

Several schedulability analysis for fault-tolerant real-time systems have been derived based on specific system and/or fault model. Although such approaches are important since they provide some sort of timeliness assessment, they do present some shortcomings, which will be discussed in this section. First, they are based on worst-case scenarios and do not consider the system overall behavior. Also, the derived analysis assume deterministic error patterns that may not occur and finally, most approaches are strictly linked to specific system and/or fault models which does not allow them to be compared to each of them. For example, fault tolerant approaches designed for fixed-priority scheduled systems cannot be used for dynamic-priority ones and vice versa.

For fixed-priority real-time systems, some authors fixed an upper bound on processor utilization factor for a given system $\Gamma$ when it is subject to a single fault during the hyperperiod [44]. Others, considered response time analysis and fixed a minimum time between two consecutive errors [8, 17, 28]. EDF-scheduled systems have also been considered. For example, some authors assume a maximum number of errors per system task and then compute systems resilience values [32, 4, 33].

Although such approaches are important since they allow to consider error occurrence in real-time systems, they assume a worst-case error pattern which may not reflect the real system capacity to tolerate faults because they are strictly linked to the system and/or fault model. This is shown in Figure 2.9.

Observe that in Figure 2.9(a) the fault-tolerant approach is based on the re-execution and only a single fault can be tolerated in the worst case. However, if an alternative version of the faulty task is used to recover the system, two faults could be tolerated, as shown in Figure 2.9(b).
Some other authors extended schedulability analysis to consider specific fault-tolerant approaches. Sieh et. al. [49] assumed that different system tasks may cause different levels of injury to systems when affected by errors. Based on that the scheduler must choose to execute those jobs which bring the greatest benefit to the system as a whole.

Other approaches are characterized for pre-allocating time slices (called slack or backup) for recovery tasks, if there is an error occurrence. Han et. al. [25] define a solution based on Rate Monotonic and reserves slacks for alternative task versions. Ghosh et. al. [24] carry out schedulability analysis as suggested by Lehoczky et. al [31] and propose the use of extra time slices in specific time instants so that schedulability can be guaranteed. This solution can be implemented so that the most important system tasks have a time slice to be re-executed if an error occur. However, this solution may be too pessimistic, considering that worst-case scenarios hardly occur. For example, in Figure 2.9(a) one could assume that the time slice between times 5 and 6 is reserved for recovery.

The Imprecise Computation model was described by some authors [5, 52, 38, 41, 23] as an attempt to reducing the pessimism of worst-case analysis. In such an approach, each task \( \tau_i \) can be decomposed in two parts: a mandatory part (\( m_i \)), which must be executed and is responsible for producing logically correct and accurate results, and an optional part (\( p_i \)), whose execution can be done or not. Thus, the execution cost of each task \( \tau_i \) is given by \( C_i = m_i + p_i \). In the case of recovery, only mandatory parts have the obligation of being executed while optional parts could be discarded. As illustration, consider the task set scheduled by RM shown in Figure 2.10 in which \( m_i = p_i = 0.5 \) for each task.

![Figure 2.10. Illustration of Imprecise Computation](image-url)
At time instant 5 the system begins the recovery for $\tau_1$ according to its priority. When $m_1$ finishes executing, the scheduler realizes that another recovery task is ready for execution and then $p_1$ is discarded so that $m_2$ is executed.

Another approach, called *Skippable Instances*, was derived [11]. This solution is characterized by having a hybrid task set, in which the scheduler can skip executing some task instances (*skippable*) and the unused execution time can be reclaimed for recovery. Aperiodic nature of errors can also lead to an approach where some tasks are scheduled by a fixed-priority policy while others are treated by dynamic-priority ones [18, 19].

For each mentioned solution timeliness assessment is done by means of deterministic analysis techniques, which can be safely used as long as the assumptions under which such systems are designed can be predicted (eg. periodic tasks, worst-case execution time, etc.). However, such techniques may not be suitable when random events as errors are taken into consideration [45, 15]. Indeed, it can be shown that violating the assumed error pattern does not necessarily imply in system failure [33].

Some probabilistic analysis methods have also been derived. However, they have not addressed fault tolerance aspects. Some authors associated a probability distribution function to tasks execution time [15, 16]. Also, based on such a distribution function, other authors determined the deadline miss probability for periodic system tasks [21, 29]. In the context of fault tolerance, response time analysis has been extended to provide probabilistic guarantees for specific fault models [7, 9], but only fixed priority scheduled systems were considered.

Despite the large number of approaches, to the best of our knowledge, there is no systematic way of comparing them. Indeed, most solutions addressed here are scheduling dependent, which means that if one is deciding to implement a given system, he/she might not be able to choose the better approach because they are not comparable. For example, solution for fixed-priority systems can not be used for dynamic-priority ones and vice-versa. Based on these shortcomings, a simulation-based approach was derived
to compute a fault resilience metric for real-time systems. Such an approach is as independent of the system and/or fault model as possible. Also, it is able to represent the system overall behavior based on tasks resilience individually. Moreover, the described simulation-based analysis can be used to subsidize the system designer decisions when choosing the fault tolerant mechanisms that best suit their systems. Although other simulation-based scheduling analysis have been developed as an attempt to achieving more realistic models [55, 26], fault tolerance aspects have not been considered.

2.3 SUMMARY

This chapter presented the basic structure for real-time systems, the most used scheduling policies and schedulability analysis techniques. Also, some approaches to dealing with error occurrences in such systems were described. Although numerous, such fault-tolerant approaches for real-time system present some shortcomings which were also discussed. Based on them, a simulation-based approach was derived to compute fault resilience values for real-time systems, without taking into consideration the system and/or fault models. This approach is the focus of the following chapter.
CHAPTER 3

A SIMULATION-BASED APPROACH

This chapter derives a metric which can be used to compare different real-time systems from fault resilience viewpoint. Such a metric is reasonably independent of the system model or assumed error pattern. Also, it is capable of determining the system overall behavior based on each task. Indeed, the derived fault resilience metric must be in accordance with some desirable assumptions and requirements, which are also described here.

In order to compute such a metric, a simulation environment was built, which simulates the system during specific time windows and then compute, for each of them, the fault resilience metric. Such time windows are defined based on the concept of simulation scenarios, which is also presented in this chapter.

The system model and notation used to describe the simulation environment is detailed in Section 3.1. The fault resilience metric, some important requirements and assumptions are presented in Section 3.2. The developed simulation framework is presented in Section 3.3. The concept of simulation scenarios, based on which the simulation time interval is determined is detailed in Section 3.4. Finally, a summary of this chapter is presented in Section 3.5.

3.1 SYSTEM MODEL AND NOTATION

In the derived simulation-based approach it is considered uniprocessor and preemptive real-time systems composed of $n$ periodic and independent tasks $\Gamma = \{\tau_1, \ldots, \tau_n\}$. It is assumed that $\forall \tau_i \in \Gamma, D_i \leq T_i, C_i \leq \min(T_i, D_i)$.

System schedulability can be assessed in fault-free scenarios using traditional analysis.
techniques (Section 2.1.3) and so only schedulable systems are considered. Fault tolerance is provided by executing an extra code upon error detection, which can be the re-execution of the faulty task or the execution of an alternative task. If errors are detected during the recovery of a task, other recovery actions can be released. Also, only transient or permanent software errors are assumed to occur. More severe types of errors, which require spatial redundancy usually implemented with a distributed/parallel architecture are not considered.

As tasks in $\Gamma$ are periodic, the $k$-th job of task $\tau_i$ is released at time $\phi_i + (k-1)T_i$, $k \geq 1$, where $\phi_i$ is the phase of $\tau_i$. For the sake of notation simplicity, it is assumed that $\phi_i = 0$ for all tasks in $\Gamma$, although the proposed analysis can be easily adapted to take fixed values of $\phi_i > 0$ into consideration. Aperiodic jobs are considered for error recovery only.

We restrict ourselves to systems whose scheduled jobs have fixed priorities. If $J$ is a job of some task, $p(J)$ denotes its priority. Note that considering fixed-priority per job includes scheduling policies such as EDF, RM or DM. Hence, the proposed analysis covers a large spectrum of scheduling policies for real-time systems.

To simplify notation we define the functions $\min(X)$ and $\max(X)$, which return the minimum and maximum values of any tuple $X$. For example, $\min(T) = \min_{i=1}^{n}(T_i)$.

3.2 ON THE FAULT RESILIENCE METRIC

A suitable fault resilience metric must be able to measure the system resilience for different systems and fault models so that different real-time systems can be compared from resilience viewpoint. In order to give some intuition on the need for a fault resilience metric, consider the following example.

Example 3.1 Let $\Gamma$ be a task set composed of two periodic tasks $\Gamma = \{\tau_1, \tau_2\}$. Assume that $T = (2, 5)$, $C = (1, 1)$, $D = T$ and $\bar{C} = (1, 1)$. Also, consider that Rate Monotonic is used to schedule the tasks and so $\tau_1$ is the highest priority task. Figure 3.1 shows the schedule for this task set.
3.2 ON THE FAULT RESILIENCE METRIC

The hyperperiod for this task set is given by \( h = \text{lcm}(T_1, T_2) = 10 \). Notice that \( \tau_1 \) has five jobs within \( h \), which are released at times 0, 2, 4, 6 and 8, while \( \tau_2 \) has two jobs released at times 0 and 5. Because of its priority, the first job of \( \tau_2 \) begins to execute at time 1. The dotted line indicates that \( \tau_2 \) awaits until higher priority jobs finishes executing.

Assume that recovery is based on the re-execution of the faulty jobs. Figure 3.2 shows two systems that are subject to different number of errors and still meet their deadlines. Notice that right after the error takes place (at time 2 in Figure 3.2(a) and times 2 and 3 in Figure 3.2(b)), the recovery job (shown in gray) executes to keep system correctness. Figure 3.2(a) shows the schedule for the task set shown in Example 3.1 and considers a single error occurrence. Figure 3.2(b) shows the schedule for the same task set presented in Example 3.1 assuming that \( T_1 \) has changed to 4. Observe that within the first 5 time units, \( \tau_2 \) can tolerate just one error in Figure 3.2(a), while this same task in Figure 3.2(b) can tolerate two.

The schedules shown in Figure 3.2 give the intuition that the fault resilience metric must reflect the number of errors the system can tolerate. Thus, assuming that one wishes to analyze the behavior of a given system \( \Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\} \) when it is subject to faults, the analysis method must use some fault resilience metrics. We understand that such metrics must take the following assumption into consideration.
Assumption 3.2.1 The fault resilience of a system is proportional to the number of errors it tolerates.

Indeed, fault resilience metrics must reflect the system ability to survive, or keep its correct behavior, after error occurrences. Most authors are aware of that [17, 44, 32, 41], despite assuming specific error patterns. Also, from designers’ view point it is important to determine how many errors can occur before a system failure.

In several situations, the number of error occurrences accounted for when analyzing a system must be a function of time. The intuition is that the expected number of errors increases with time assuming that they are not co-related. Although some authors do not consider such assumption [44, 25], some fault models in real-time systems that are in line with this observation can be mentioned, as for example Poisson distribution [7] and minimum time between errors [8, 9]. Based on that, we assume the following:

Assumption 3.2.2 The expected number of error occurrences increases with time.

Since the system we are considering is composed of \( n \) tasks and each of them may have a different level of criticality, the fault resilience metric must be determined for each individual task so that system designers can deal with the peculiarities of each of them. Figure 3.3 shows the maximum number of errors that two different tasks from the same system can cope with.

![Figure 3.3](image)

Figure 3.3. Illustration of two different tasks of \( \Gamma \) subject to errors within \( h \)

Considering Example 3.1, \( \tau_1 \) can timely recover from at most 1 errors within 2 time units, while \( \tau_2 \) can deal with one or two errors within 5 time units. This is shown in Figures 3.3(a) and 3.3(b), respectively. Note that in the figure errors take place at the end of the job execution, the worst-case scenario. Thus, as tasks may have different
criticality levels, it is interesting to consider the following requirement:

**Requirement 3.2.1** Fault resilience must be given for individual tasks of the analyzed system.

Further, the resilience of a given task $\tau_i \in \Gamma$ depends on how its jobs behave when errors take place. For example, two jobs of $\tau_1$ might be capable of tolerating different number of error occurrences during their executions, due to the different interferences they suffer. Observe in Figure 3.3(b) that the first instance of $\tau_2$ can tolerate only a single error. Since $\tau_1$ interferes in its execution, there is not enough time to recover the system from two errors. On the other hand, the second job of $\tau_2$ can tolerate two errors, since the interference it suffers from $\tau_1$ is smaller. Indeed, scheduling decisions or the set of interfering jobs may not be the same for all jobs of $\tau_i$. In order to capture the behavior of $\tau_i$ as a whole, therefore, different jobs of the analyzed task must be taken into consideration. This motivates the following requirement:

**Requirement 3.2.2** The fault resilience of a task must account for the overall behavior of its jobs.

Based on the assumptions and requirements stated above, we give the following definition of fault resilience metric:

**Definition 3.1** The fault resilience of a job is measured as the minimum number of errors that makes it miss its deadline divided by its relative deadline. The fault resilience distribution of a task is given by the fault resilience of its jobs.

According to the above definition, error occurrences are considered for each task in a per-job basis, which is in line with Requirements 3.2.1 and 3.2.2. Also, the time windows in which jobs execute (relative deadlines) are taken into consideration. Indeed, the longer the execution of a job the more likely errors occur, which complies with Assumption 3.2.2. Finally, observe that Assumption 3.2.1 is also considered.
3.3 SIMULATION ENVIRONMENT

Obviously, different metrics can be given. Some assumptions/requirements may not be suitable for all systems while new assumptions/requirements may be needed for others. For example, if Requirement 3.2.2 is not needed, usual analysis based on worst-case scenarios may suffice. Further, if Assumption 3.2.2 is removed, counting the minimum number of errors per task in worst-case is enough [33]. In any case, we stress here that we use a metric which is in line with Definition 3.1 as a means of fault resilience assessment.

Motivated by the above requirement and assumptions, we derive a fault resilience analysis based on simulation, as will be explained in the following section.

3.3 SIMULATION ENVIRONMENT

The scheme of the proposed simulation-based analysis method is illustrated in Figure 3.4. It is based on modeling a fault tolerant real-time system so that system execution is represented by two main components: the scheduler and the error generator. While the former follows a given scheduling policy and tries to keep the system schedulable, the goal of the latter is to generate faults so that task deadlines are missed. Thus, the error generator acts as an adversary to the scheduler. No particular error pattern is assumed. A role of the error generator is to derive the worst-case error pattern for each simulation. These two components are named simulation engine.

![Figure 3.4. Simulation Environment](image)

The general idea of the simulation-based analysis is to generate possible tuples of task release times, which we call simulation scenarios and for each tuple compute the minimum number of errors that makes a specific job miss its deadline. Then, considering
this number of errors per scenario and the simulation time interval, the fault resilience metric is computed.

As mentioned before, as long as simulation scenarios have been generated the simulation engine computes the fault resilience metric for each scenario. Considering that \( f^S_i \) is the minimum number of errors that makes a task \( \tau_i \) unschedulable in a given simulation scenario \( S \), the effort value is defined as follows:

**Definition 3.2** Let \( \Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\} \) be a task set and consider \( S \) a simulation scenario of \( \Gamma \). The effort \( E_i \) made by the error generator to make a task \( \tau_i \in \Gamma \) unschedulable in \( S \) is:

\[
E_i = \frac{f^S_i}{D_i} \tag{3.1}
\]

Notice that the effort definition in accordance with Definition 3.1. Also, considering the effort for several simulation scenarios allows one to infer the overall behavior of jobs from fault resilience viewpoint, as stated in Requirement 3.2.2. Intuitively, the higher the effort \( E_i \) made by the error generator, the higher the resilience of \( \tau_i \) regarding scenario \( S \). Note that the found values of \( E_i \) can be statistically analyzed. Also, one may be interested in other parameters, such as the effort mean value \( \bar{E}_i \) or the minimum effort \( E^\text{min}_i \) necessary to make a given system task unschedulable. Analyzing the simulation data may make it possible to derive the parameter of interest.

It is important to observe that for complex systems determining \( E_i \) or any function of it may be too time consuming, since the total number of simulation scenarios is a function of the hyperperiod of the task set. For this reason, this simulation environment considers studying \( E_i \) through sampling. The simulation time interval in which \( E_i \) is computed is derived based on the concept of simulation scenarios, which are the focus of the following section.
3.4 SIMULATION SCENARIOS

Unlike the existing approaches, the simulation environment illustrated in Figure 3.4 does not need to simulate the whole execution of the system, which might be too timing consuming in the general case. The idea is to simulate specific time windows and then derive system fault resilience by statistically analyzing the simulation data. These time windows are obtained through the concept of simulation scenarios, defined by the *scenario generator*. As a motivation to the content of this section, consider the following illustrative example:

**Example 3.2** Let $\Gamma = \{\tau_1, \tau_2, \tau_3\}$ be a set of periodic tasks scheduled according to EDF. The task parameters are $T = (10, 15, 20)$, $C = (4, 4, 4)$ and $D = T$. The hyperperiod of this task set is defined as $h = \text{lcm}(10, 15, 20) = 60$. Figure 3.5 shows the EDF schedule for $\Gamma$ within $[0, 60)$ assuming that all tasks are released at time zero.

**Figure 3.5.** Illustration of an EDF schedule for the task set described in Example 3.2

Considering that tasks always take their worst-case execution times to complete and that they are all released at some time $t$, a simple and usual approach to simulating a schedule has to take into account the time interval window $[t, t + h)$, where $h$ is the hyperperiod of the task set. By doing so, one can represent all possible scenarios, relative to the assumed system start time, by simulating the schedule as in Example 3.2. As mentioned before, this approach may not be practical since the hyperperiod may be too large. The approach used here divides the hyperperiod into specific time windows, in order to represent only parts of the schedule.
3.4 Simulation Scenarios

For example, considering that one wishes to analyze the behavior of the second instance of \( \tau_3 \), a possible simulation window could be \([20;40)\). If a large enough number of such windows are selected to check the behavior of the jobs of \( \tau_3 \), after observing the schedule of them, one can infer the average behavior of \( \tau_3 \). It can be observed that, determining simulation windows depends on the release time of jobs.

Obviously, selecting arbitrary simulation windows brings about some interesting and important questions. For example, why \([20, 40)\) is a representative time window? Why not \([30, 45)\) or \([0, 20)\)? How can one simulate a specific time window without considering what happens before the window? And finally, how such a kind of window can be selected? Notice that if the number of different scenarios is not large enough, it is likely that a schedule can be simulated as in Example 3.2. Otherwise, suitable strategies to determine these windows must be derived.

The following sections answer some of the questions stated above. Nonetheless, some of the issues raised in this chapter will be left to be addressed in the next chapters. The focus of the remainder of this chapter is on precisely defining the concept of simulation scenarios.

3.4.1 The Concept of Simulation Scenarios

Considering a periodic task set, a representation of a possible execution of the system can be given by tasks release times. For example, in the schedule represented in Figure 3.5, tuples such as \((0, 0, 0)\) or \((10, 15, 0)\) are configurations of release times for \( \tau_1, \tau_2 \) and \( \tau_3 \), respectively. Based on this kind of tuples the starting and finishing times of any simulation can be defined using some other criteria, as will be seen in Chapter 4. This concept is given more precisely as follows:

**Definition 3.3** Tuple \( S = (S_1, \ldots, S_n) \) is a simulation scenario of a periodic task set
3.4 Simulation Scenarios

$\Gamma = \{\tau_1, \ldots, \tau_n\}$ if the following predicate holds:

$$\text{scenario}(\Gamma, S) \overset{\text{def}}{=} \exists w \in \mathbb{Z}, \forall S_i : (S_i + w) \mod T_i = 0 \land \max(S) - S_i < T_i \quad (3.2)$$

Both conditions defined by the above predicate mean that: (a) $S$ is a tuple of tasks release times; and (b) only the closest jobs, released before the last released job, are considered. Taking Example 3.2 as illustration, it can be seen that according to Definition 3.3 tuples $(0,0,0)$, $(20,15,20)$ and $(40,30,40)$ are simulation scenarios. However, tuple $S = (40,15,40)$, say, is not. In this example, although $S_i$ is a possible release time of $\tau_i$ ($i = 1,2,3$), the release time of $\tau_2$ should be 30 instead of 15 to make $S$ a simulation scenario for this task set example.

Consider tuples $S = (20,15,20)$ and $S' = (30,25,30)$, say, both simulation scenarios for Example 3.2. Note that $S_i = S'_i + 10$ for all tuple elements $S_i$. This means that the same simulation effects would be observed when $S$ or $S'$ were simulated. In this case, it is said that $S$ is equivalent to $S'$:

**Definition 3.4** Two scenarios $S$ and $S'$ of a periodic task set $\Gamma = \{\tau_1, \ldots, \tau_n\}$ are equivalent to each other if and only if $S_i - S'_i$ is constant, $i = 1, \ldots, n$. More formally,

$$S \equiv S' \iff \exists w \in \mathbb{Z}, \forall i \in \{1, \ldots, n\} : S_i = S'_i + w \quad (3.3)$$

Indeed, a set of simulation scenarios of a periodic task set $\Gamma$ must represent possible release time distances between jobs of distinct tasks of $\Gamma$. Simulating equivalent simulation scenarios must be avoided. Therefore, the set of all distinct (non-equivalent) simulation scenarios need to be defined:

**Definition 3.5** The set of all possible simulation scenarios of $\Gamma$ is denoted $\Omega$ and is defined such that: (a) all elements of $\Omega$ are simulation scenarios of $\Gamma$; (b) there is no distinct scenarios in $\Omega$ equivalent to each other; (c) any element not in $\Omega$ is not a scenario
or is equivalent to some scenario in $\Omega$. This is formally expressed by:

$$\forall S, S' \in \Omega, \forall S'' \notin \Omega, \exists S''' \in \Omega: \text{scenario}(\Gamma, S) \land \text{scenario}(\Gamma, S') \land (S \equiv S' \iff S = S') \land (\neg \text{scenario}(\Gamma, S'') \lor S''' \equiv S'') \quad (3.4)$$

Considering Example 3.2, the set of all possible scenarios can be $\Omega = \{(0, 0, 0), (10, 0, 0), (20, 15, 20), (30, 30, 20), (40, 30, 40), (40, 45, 40), (50, 45, 40)\}$. Each tuple $S \in \Omega$ is obtained based on a specific task $\tau_i \in \Gamma$. Suppose one wishes to analyze the jobs of $\tau_i$ only. It is worth defining a set which contains simulations scenarios relative to a specific task $\tau_i$. This is defined as follows:

**Definition 3.6** The set of all distinct simulation scenarios of a task $\tau_i \in \Gamma$ is denoted $\Omega_i$ and can be obtained by:

$$\Omega_i = \{S \in \Omega | \exists w \in : \max(S) + w \mod T_i = 0\}$$

For Example 3.2, $\Omega_1 = \{(0, 0, 0), (10, 0, 0), (20, 15, 20), (30, 30, 20), (40, 30, 40), (50, 45, 40)\}$, $\Omega_2 = \{(0, 0, 0), (10, 15, 0), (30, 30, 20), (40, 45, 40)\}$ and $\Omega_3 = \{(0, 0, 0), (20, 15, 20), (40, 30, 40)\}$. It is clear that $\bigcup_{i=1}^{n} \Omega_i = \Omega$.

### 3.4.2 Useful Operations on Simulation Scenarios

Some operations on simulation scenarios will be used when deriving scenario generation procedures. First, it is convenient to define the time-shift operation. Actually, it shifts the time-axis so that an equivalent scenario is produced.

**Definition 3.7** The time-shift operation executed on a scenario of a periodic task set
3.4 Simulation Scenarios

\[ \Gamma = \{ \tau_1, \ldots, \tau_n \} \] is defined by

\[ \text{tshift}(S, w) \overset{\text{def}}{=} (S_1 + w, \ldots, S_n + w), \quad w \in \mathbb{R} \] \hspace{1cm} (3.5)

It is clear that \( S \equiv \text{tshift}(S, w) \), for any \( w \in \mathbb{R} \).

Consider Example 3.2 and one of its simulation scenarios represented in Figure 3.5, say \( S = (20, 15, 20) \). This scenario takes place after time advances by at least 20 time units from the origin. Advancing time by 10 time units further, scenario \((30, 30, 20)\) is reached. This reasoning suggests the following useful operation on \( S \) that gives the scenario that is found from \( S \) if time advances by a given value.

**Definition 3.8** Let \( \Gamma = \{ \tau_1, \ldots, \tau_n \} \) be a set of periodic task set and \( S \) a simulation scenario of \( \Gamma \). The time-add operation on \( S \) is defined as

\[ \text{tadd}(\Gamma, S, w) \overset{\text{def}}{=} \left( S_1 + \left\lfloor \frac{\max(S) + w - S_1}{T_1} \right\rfloor T_1, \ldots, S_n + \left\lfloor \frac{\max(S) + w - S_n}{T_n} \right\rfloor T_n \right) \] \hspace{1cm} (3.6)

The result of the time-add operation is also a scenario, as stated by the following lemma.

**Lemma 3.1** Let \( \Gamma = \{ \tau_1, \ldots, \tau_n \} \) be a set of periodic tasks and \( S \) a simulation scenario of \( \Gamma \). For any time interval \( w \geq 0 \), \( S' = \text{tadd}(\Gamma, S, w) \) is also simulation scenario of \( \Gamma \).

**Proof** Consider that \( S \) is a simulation scenario of a periodic task set \( \Gamma = \{ \tau_1, \ldots, \tau_n \} \). It is clear that \( S'_i \mod T_i = 0 \) since \( S_i \mod T_i = 0 \). Also, the following relation holds:

\[ \max(S) + w - S_i - \left\lfloor \frac{\max(S) + w - S_i}{T_i} \right\rfloor T_i < T_i, \]

which implies that \( \max(S) + w - S'_i < T_i \). As \( \max(S) + w < \max(S') \), relation \( \max(S') - S'_i < T_i \) must hold for \( i = 1, \ldots, n \). Therefore, \( S' \) is a simulation scenario of \( \Gamma \) according to Definition 3.3. \( \blacksquare \)
Similarly, the operation \( \text{tsub}(\Gamma, S, w) \), which gives a scenario when time goes back by \( w \), can be defined:

**Definition 3.9** Let \( \Gamma = \{\tau_1, \ldots, \tau_n\} \) be a set of periodic tasks and \( S \) a simulation scenario of \( \Gamma \). The time-sub operation on \( S \) is defined as

\[
\text{tsub}(\Gamma, S, w) \overset{\text{def}}{=} \left( S_1 + \left\lfloor \frac{\max(S) - w - S_1}{T_1} \right\rfloor T_1, \ldots, S_n + \left\lfloor \frac{\max(S) - w - S_n}{T_n} \right\rfloor T_n \right)
\]

(3.7)

It is important to notice that \( \text{tsub}(\Gamma, S, w) \equiv \text{tadd}(\Gamma, S, -w) \). Thus, Lemma 3.1 can be used to show that result of the time-sub operation is also a simulation scenario.

It is interesting to observe that \( \text{tadd}(\Gamma, S, w) \) is a step-functions which changes its value whenever \( \max(S) + w - S_i \) are multiple of \( T_i \). Taking Example 3.2 as illustration, it can be seen that using any value in \([0, 5)\) for \( w \) leads to the same simulation scenario since from any \( S \in \Omega \), \( \text{tadd}(\Gamma, S, w) = \text{tadd}(\Gamma, S, 0) \). Further, it is not difficult to check that \( \text{tadd}(\Gamma, S, w) \equiv \text{tadd}(\Gamma, S, w + 60) \) since \( \text{lcm}(10, 15, 20) = 60 \). These observations imply that there is a finite set of values for \( w \) that can be used to generate simulation scenarios for a periodic task set. Following this arguments, the following theorem gives a basis for deriving scenario generation procedures for a given periodic task set.

**Theorem 3.1** Consider a periodic task set \( \Gamma = \{\tau_1, \ldots, \tau_n\} \) and its hyperperiod defined as \( h = \text{lcm}(T_1, \ldots, T_m) \). If \( S \) is a simulation scenario of \( \Gamma \), then the set of all its (non-equivalent) simulation scenarios \( \Omega \) can be obtained by

\[
\Omega = \bigcup_{w \in \Psi} \text{tadd}(\Gamma, S, w),
\]

(3.8)

where

\[
\Psi = \{ v \in [0, h) | \exists \tau_i \in \Gamma : v \mod T_i = 0 \}
\]

**Proof** From Lemma 3.1, it is known that \( \text{tadd}(\Gamma, S, w) \) is a simulation scenario of \( \Gamma \). It is needed to show that such values of \( w \) give \( \Omega \). Consider any value of \( w \notin \Psi \). The
proof will be by showing that \( \text{tadd}(\Gamma, S, w) \equiv \text{tadd}(\Gamma, S, v) \) for some \( v \in \Psi \). First, consider that \( v \mod T_i \neq 0 \) for any \( \tau_i \in \Gamma \). In this case, write \( v = v_i + x_i \) such that \( v_i \mod T_i = 0 \) and \( 0 < x_i < T_i \) for all \( \tau_i \in \Gamma \). Let \( v' = \max_{\tau_i \in \Gamma} (v_i) \). Since \( S \) is a simulation scenario of \( \Gamma \), it follows that \( \lceil (\max(S) + v' - S_i) / T_i \rceil = \lceil (\max(S) + v - S_i) / T_i \rceil \) for all \( \tau_i \in \Gamma \). This means that \( \text{tadd}(\Gamma, S, v') = \text{tadd}(\Gamma, S, v) \). If \( v \in [0, h) \), let \( w = v' \in \Psi \), which is enough to show the theorem. Otherwise, let \( w' \in \Omega \) be a value such that \( w = v' + w' \) and \( w \in [0, h) \). It is clear that such \( w' \) exists. Thus, by Definition 3.4, \( \text{tadd}(\Gamma, S, w) \equiv \text{tshift}(\text{tadd}(\Gamma, S, v'), w') \), completing the proof.

**Corollary 3.1** Let \( S = (0, \ldots, 0) \) be a simulation scenario. The set of all non-equivalent distinct simulation scenarios for a given task \( \tau_i \) can be obtained by

\[
\Omega_i = \bigcup \text{tadd}(\Gamma, S, kT_i), \quad k = 0, 1, \ldots, \frac{h - T_i}{T_i}
\]

**Proof** Assume \( S' = \text{tadd}(\Gamma, S, kT_i) \) for some \( k \in \lambda = \{0, 1, 2, 3, 4, 5\} \). From Lemma 3.1, it is known that \( S' \) is a simulation scenario of \( \Gamma \). As \( S = (0, \ldots, 0) \), \( S' = \left( \left\lceil \frac{kT_i}{T_1} \right\rceil T_1, \ldots, \left\lceil \frac{kT_i}{T_n} \right\rceil T_n \right) \), by Equation (3.6). From Theorem 3.1, with these values of \( k \), a subset of \( \Omega \) is generated. Hence, it is necessary to show that such a subset is \( \Omega_i \), which is equivalent to showing that \( S' \in \Omega_i \). Assume by contradiction that \( S' \not\in \Omega_i \). By Definition 3.6, this means that \( \max(S') = \left\lceil \frac{kT_i}{T_i} \right\rceil T_i \) for some \( \tau_i \neq \tau_i \), or equivalently,

\[
\left\lfloor \frac{kT_i}{T_i} \right\rfloor T_i < \left\lceil \frac{kT_i}{T_i} \right\rceil T_i \Rightarrow \frac{kT_i}{T_i} < \left\lceil \frac{kT_i}{T_i} \right\rceil ,
\]

and so the corollary follows since \( \frac{kT_i}{T_i} \geq 0 \).

As an illustration of Theorem 3.1, consider \( S = (0, 0, 0) \) regarding Example 3.2. It can be seen that \( \Omega \) can be given by \( \text{tadd}(\Gamma, S, w) \) for any \( w \in \Psi = \{0, 10, 15, 20, 30, 40, 45, 50\} \). Considering task \( \tau_1 \), \( \Omega_1 \) can be given by \( \text{tadd}(\Gamma, S, kT_i) \) for any \( k \in \lambda = \{0, 1, 2, 3, 4, 5\} \). Although simple, the observations stated by both the theorem and the corollary are important for deriving algorithms to generate simulation scenarios. This is the main idea.
of most algorithms given in the next chapter. Also, it is important to observe that both Theorem 3.1 and Corollary 3.1 can be extended to consider the generation on $\Omega$ and $\Omega_i$ regarding $tsub()$ operation.

### 3.5 SUMMARY

This chapter presented a fault resilience metric which is reasonably independent of the system and fault model. Such a metric can be used to compare different systems from the resilience point of view. In order to compute this metric, a simulation environment was defined so that the system can be simulated during specific time windows, which are defined based on simulation scenarios, a concept formalized in this chapter.

The definitions presented in this chapter are a basis to deriving procedure to generate simulation scenarios and those to generate errors during simulation. These issues will be addressed in the next chapters.
This chapter focuses on describing the generation procedures for simulation scenarios. Some of the derived algorithms, presented in Section 4.1, generate all possible simulation scenarios for a given task. Others, described in Section sec:randomscenario, randomly generate a subset of them. Also, the time complexity for each procedure is presented for comparison means.

### 4.1 SEQUENTIAL SCENARIO GENERATION PROCEDURES

Sequential generation procedures are characterized by generating the set of all possible simulation scenarios $\Omega_i$ for a given task $\tau_i \in \Gamma$. More specifically, the procedures described here must comply with the following properties:

- **Property 4.1 (Full-coverage)** All simulation scenarios $\Omega_i$ are generated.
- **Property 4.2 (Validity)** Only simulation scenarios are generated.
- **Property 4.3 (Termination)** The generation procedure takes a finite number of steps.

Two procedures that satisfy these three properties are described. The first one is based on the knowledge of the task set hyperperiod, and is described in Section 4.1.1. The second procedure, described in Section 4.1.2, is capable of generating $\Omega_i$ without the need to determine the hyperperiod.
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4.1.1 A Simple Sequential Generation Procedure

Algorithm 1 sequentially generates the set $\Omega_i$ starting from $S = (0, \ldots, 0)$. The generation procedure receives $T_i$ as input and advances by steps of $T_i$. A new scenario is generated in every step and $k = 0, 1, \ldots, (h - T_i)/T_i$. Note that $S = (0, \ldots, 0)$ is fixed during the execution of the algorithm.

Algorithm 1: A simple procedure to generate $\Omega_i$ for a periodic task set.

1. $k \leftarrow 0$;
2. $h \leftarrow \text{lcm}(T_1, \ldots, T_n) - \min_{j=1}^{n}(T_j)$;
3. $\Omega \leftarrow \emptyset$;
4. $S \leftarrow (0, \ldots, 0)$;
5. while $k < (h - T_i)/T_i$ do
6. \hspace{1em} $\Omega \leftarrow \Omega \cup \text{tadd}(\Gamma, S, kT_i)$;
7. \hspace{1em} $k \leftarrow k + 1$;

Table 4.1 illustrates the behavior of the algorithm when it is applied for Example 3.2, considering task $\tau_1$. Recall that $T = (10, 15, 20)$. As can be seen, 6 values of $k$ are used by the algorithm.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\text{tadd}(\Gamma, S, kT_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(0, 0, 0)</td>
</tr>
<tr>
<td>1</td>
<td>(10, 0, 0)</td>
</tr>
<tr>
<td>2</td>
<td>(20, 15, 20)</td>
</tr>
<tr>
<td>3</td>
<td>(30, 30, 20)</td>
</tr>
<tr>
<td>4</td>
<td>(40, 30, 40)</td>
</tr>
<tr>
<td>5</td>
<td>(50, 45, 40)</td>
</tr>
</tbody>
</table>

It is not difficult to see the correctness of Algorithm 1:

Theorem 4.1 Algorithm 1 generates only simulation scenarios for any set of periodic tasks $\Gamma = \{\tau_1, \ldots, \tau_n\}$ and all possible simulation scenarios $\Omega_i$, regarding a given task $\tau_i \in \Gamma$, are generated in a finite number of steps.

Proof The validity property follows directly from line 6 and Lemma 3.1. Also, it can be seen by the algorithm that there are exactly $h/T_i$ steps and so the Termination property holds. By the algorithm, only simulation scenarios within the interval $[0, h)$ are generated.
Further, by Corollary 3.1, \( kT_i, k = 0, \ldots, (h - T_i)/T_i \} \) ensures the Full Coverage property, completing the proof.

Note that Algorithm 1 uses the value of the task hyperperiod, which can be calculated efficiently by successively performing the classical Euclid’s algorithm [30]. Even though this is true, its value may grow rapidly and generate large numbers. Hence, depending on the relations between task periods, the computation of the hyperperiod can be time/memory consuming due to arithmetics on large numbers that must be carried out [14] during the generation procedure.

Traditional algorithms used to do such arithmetics consider that the multiplication and division operation take \( O(\beta^2) \), where \( \beta \) is the number of bits used to save each number. Better algorithms have already been developed, however, in practice assuming \( O(\beta^2) \) generally presents a better result [14]. For example, considering a task set \( \Gamma \) with \( n \) tasks, the running time for the hyperperiod computation is \( O((n - 1)(\log_2 h)^2) \) [30]. Furthermore, the algorithm may have to deal with large numbers arithmetics in \textbf{time-add} operation. Hence, the running time for Algorithm 1 is \( O(\frac{nh}{T_i}(\log_2 h)^2) \).

It may be preferable to use algorithms that do not depend on the knowledge of task set hyperperiod. An algorithm that avoids working with large numbers is shown in the following section.

### 4.1.2 A Better Sequential Generation Procedure

The main idea of Algorithm 2 is to carry out time-shift operations during the generation procedure so that one of the release times in the simulation scenarios are always kept at the origin. Recall that simulation scenarios are equivalent with respect to time-shift operations (Definition 3.4). The algorithm starts from scenario \( (0, \ldots, 0) \) and advances in steps of \( T_i \). Tuple \( S \) is updated in line 6 so that each generated \( S \) have \( S_1 \) at the origin. Any \( S_i \) could be chosen instead of \( S_1 \).
Algorithm 2: A better procedure to generate $\Omega_i$ for a periodic task set.

$$\begin{align*}
S &\leftarrow (0, \ldots, 0); \\
\Omega &\leftarrow \emptyset; \\
\text{repeat} & \quad \Omega \leftarrow \Omega \cup S; \\
& \quad S \leftarrow \text{tadd}(\Gamma, S, T_i); \\
& \quad S \leftarrow \text{tshift}(S, -S_1); \\
\text{until} & \quad S_1 = S_2 = \ldots = S_n;
\end{align*}$$

Taking Example 3.2 for illustration and considering task $\tau_1$, the steps of Algorithm 2 are represented in Table 4.2. The second and third columns of the table show the simulation scenarios generated before and after the time-shift operations (line 6), respectively. It is interesting to observe that the release time values are bounded within a few values unlike Algorithm 1. For this example, this strategy keeps the values of $S_i$ between $-10$ and 5 instead of within $[0, h)$. As a consequence, time and space related to the computation of large numbers associated to the task set hyperperiod are saved. The last column of Table 4.2 indicates the equivalences between the scenarios generated by Algorithm 2 and the one shown in Table 4.1. The algorithm halts in the seventh step, when scenario $S = (0, 0, 0)$ is reached for the second time.

<table>
<thead>
<tr>
<th>step</th>
<th>$\text{tadd}(\Gamma, S, v)$</th>
<th>$\text{tshift}(S, -v)$</th>
<th>equiv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0, 0, 0)</td>
<td>(0, 0, 0)</td>
<td>(0, 0, 0)</td>
</tr>
<tr>
<td>2</td>
<td>(10, 0, 0)</td>
<td>(0, -10, -10)</td>
<td>(10, 0, 0)</td>
</tr>
<tr>
<td>3</td>
<td>(10, 5, 10)</td>
<td>(0, -5, 0)</td>
<td>(20, 15, 20)</td>
</tr>
<tr>
<td>4</td>
<td>(10, 10, 0)</td>
<td>(0, 0, -10)</td>
<td>(30, 30, 20)</td>
</tr>
<tr>
<td>5</td>
<td>(10, 0, 10)</td>
<td>(0, -10, 0)</td>
<td>(40, 30, 40)</td>
</tr>
<tr>
<td>6</td>
<td>(10, 5, 0)</td>
<td>(0, -5, -10)</td>
<td>(50, 45, 40)</td>
</tr>
<tr>
<td>7</td>
<td>(10, 10, 10)</td>
<td>(0, 0, 0)</td>
<td>halt</td>
</tr>
</tbody>
</table>

The correctness of Algorithm 2 is now derived, where the Validity, Full Coverage, Termination properties are shown.

**Theorem 4.2** Algorithm 2 generates only simulation scenarios for any set of periodic tasks $\Gamma = \{\tau_1, \ldots, \tau_n\}$ and all possible simulation scenarios $\Omega_i$, regarding a given task
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\[ \tau_i \in \Gamma, \text{ are generated in a finite number of steps.} \]

**Proof.** Assume that \( S \) and \( S' \) are simulation scenarios generated (in line 6) in two consecutive steps of the algorithm. The properties will now be shown:

**Validity.** By a simple induction on the scenarios generated in each step of the algorithm. As the base case, let \( S = (0, \ldots, 0) \). By definition, it is clear that \( S \) is a simulation scenario. It follows from lines 5, 6 and from Lemma 3.1 that \( S' \) is also a simulation scenario. Assuming now that \( S \) is a simulation scenario generated by the algorithm in any of its steps, it can be shown that \( S' \) is a simulation scenario by the same arguments used for the base case.

**Termination.** It is necessary to show that the halting state \( S'_1 = S'_2 = \ldots = S'_n \) is eventually reached. Since it is known by Definition 3.7 that time-shift operations produce equivalent scenarios, removing line 6 does not alter the algorithm correctness. Carrying out this modification, the same halting state is reached when

\[
\left\lfloor \frac{kT_i}{T_1} \right\rfloor = \left\lfloor \frac{kT_i}{T_2} \right\rfloor = \ldots = \left\lfloor \frac{kT_i}{T_n} \right\rfloor
\]

where \( k > 0 \) is the number of times \( T_i \) is added. This identity can take place only if \( kT_i = h = \text{lcm}(T_1, \ldots, T_n) \), i.e. \( k = 0, 1, \ldots, h/T_i \) and so the algorithm terminates in \( h/T_i \) steps.

**Full Coverage.** Assume by contradiction that there is a scenario \( S'' \in \Omega_i \) not generated by the algorithm. From Equation (3.6), it is known that \( S \neq S' \) and by line 5, the procedure advances in steps of \( T_i \). In other words, no simulation scenario for \( \tau_i \) is skipped during the generation procedure. Thus, the algorithm must have halted before generating \( S'' \). As mentioned before, \( k \) assumes integer values between 0 and \( \frac{h-T_i}{T_i} \), which by Corollary 3.1 ensures full coverage.
It is important to observe that Algorithm 2 does not use large numbers and hence it saves the cost of calculating them. Also, as mentioned before, it deals with numbers bounded within a few values. For these reasons, the running time of Algorithm 2 is \( O(nh/T) \).

### 4.2 RANDOM SCENARIO GENERATION PROCEDURES

The proposed generation procedures shown in Algorithms 1 and 2 are useful when \( |\Omega_i| \) is reasonably small since in this case it is possible to analyze all scenarios in \( \Omega_i \). Otherwise, it is interesting to generate a smaller set of scenarios \( \Omega_i^* \subset \Omega_i \). Analyzing \( \Omega_i^* \) enables one to infer properties of \( \Omega_i \). Deriving \( \Omega_i^* \) is the focus of this section.

It is clear that a procedure to generate \( \Omega_i^* \) must be random so that posterior analysis is not biased. A random procedure often makes use of a pseudo-random generator, which is assumed here to be available. More specifically, the algorithms described in this section use the function \( \text{rand}(a, b) \). Each time \( \text{rand}(a, b) \) is performed, it returns an integer value \( k \) according to a uniform distribution in the interval \( [a, b] \). In other words, it is assumed that the probability of choosing a given value \( k \) in this interval is \( P(k) = 1/(b - a + 1) \).

The problem of generating \( \Omega_i^* \) at random must satisfy property 4.2 (Validity) and also the following Property:

**Property 4.4 (Probabilistic Coverage)** Any subset of \( \Omega_i \) of size \( |\Omega_i^*| \) can be generated.

Also, the random procedures described in this chapter must ensure termination property. Indeed, one of the derived procedure comply with Property 4.3. Nonetheless, for some random-based procedures it is only possible to guarantee that their expected running time converge to a finite number of steps. In this case, termination requirement is weaker:

**Property 4.5 (Probabilistic Termination)** The expected number of steps of the gen-
It can be noted that Property 4.5 is now weaker than Property 4.3. Another difference between the problem stated in the previous section and the one addressed in this section is related to its coverage. Since not all simulation scenarios are to be generated, probabilistic coverage is important to ensure that any subset with the required size can be generated. For example, a naïve deterministic solution to determine $\Omega_i^*$ is to consider that it will always contain the first $|\Omega_i^*|$ scenarios in $\Omega_i$ so that a sequential generation procedure could be used. However, this solution does not comply with Property 4.4.

Before describing the random-generation procedures, Section 4.2.1 explains the general framework from which they are derived. Then, a very simple procedure is described in Section 4.2.2. This procedure deals with numbers as large as the hyperperiod of the task set, which implies that one must implement long number arithmetics. A second random procedure, which relaxes this need, is presented in Section 4.2.3.

**4.2.1 Random Choices to Generate Simulation Scenarios**

As explained in Section 3.4, simulation scenarios can be generated by selecting integer arguments from a set of values. This is what has been shown in Algorithm 1, for example. The random generation procedures follow this idea but the selection of such arguments is carried out by random choice instead. Figure 4.1 illustrates a general framework that forms this random selection. The set $U_i \subset \mathbb{R}$ represents the arguments that can be used to generate a simulation scenario for task $\tau_i$. The set $U_i$ must be defined such that any scenario in $\Omega_i$ can be generated for the sake of the Probabilistic Coverage property. The goal of the random generation procedure is to select values in $U_i$ such that a subset $\Omega_i^* \subset \Omega_i$ of scenarios can be generated.

The random probabilistic procedures that will be described work in steps each of which is responsible for choosing a value of $U_i$. For each chosen value a scenario in $\Omega_i$ is generated. If the generated scenario has been generated before, it is discarded and a
new value in $\mathcal{U}_i$ must be chosen. The procedure stops when $m$ distinct scenarios in $\Omega_i$ has been generated. Algorithm 3 represents this general procedure.

Algorithm 3: General framework to randomly generate a sample of $m$ scenarios for a periodic task set.

1. $\Omega^*_i \leftarrow \emptyset$;
2. Carry out some other initialization if needed;
3. repeat
   4. Select a number from $\mathcal{U}_i$ at random;
   5. Generate a simulation scenario $S$ from the selected value;
   6. if $S \not\in \Omega^*_i$ then
      7. $\Omega^*_i \leftarrow \Omega^*_i \cup S$;
8. until $|\Omega^*_i| = m$

One important aspect of any random generation algorithm is its expected running time. Intuitively, it can be seen from Figure 4.1 that depending on the sizes of $\Omega_i$ and $\Omega^*_i$ the random generation will take more or less steps. Hence, it is useful to derive this time. First, for the sake of notation, the concept of sample size factor is defined:

**Definition 4.1** The sample size factor of $\Omega^*_i \subset \Omega_i$ is defined as

$$\alpha_i = \frac{|\Omega^*_i|}{|\Omega_i|}$$  \hspace{1cm} (4.1)

It is clear that the higher the value of $\alpha_i$ the harder it is to generate $\Omega^*_i$. Now, the
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The following theorem gives the expected number of iterations of any algorithm following the structure of Algorithm 3:

**Theorem 4.3** The expected number of iterations of Algorithm 3 is not greater than

\[ O \left( |\Omega_i| \ln(1 - \alpha_i)^{-1} \right) \]  \hfill (4.2)

**Proof** The algorithm works in \( j = 1, \ldots, |\Omega_i|^* \) steps, each of which is responsible for generating a new element in \( \Omega_i^* \). The proof will be by deriving an upper bound on the number of iterations for generating a new scenario in each step \( j \). Since all values in \( U_i \) leads to a valid scenario by Figure 4.1, the probability of generating a valid selection is 1. Hence, it is enough to derive the probability of generating a new scenario in step \( j \). This formulation serves to derive an upper bound on the number of iterations, which will now be done. Define the random variable \( A_j \) as follows:

\[ A_j \equiv \text{Generation of a new scenario (not yet in } \Omega_i^* \text{) in step } j \]

Note that in step \( j \), there are \( j - 1 \) scenarios already selected. From this fact, \( P(A_j) \) can be computed as

\[ P(A_j) = \frac{|\Omega_i| - (j - 1)}{|\Omega_i|} \]  \hfill (4.3)

It can be seen that \( A_j \) follows a geometric distribution\(^1\). From probability theory [54] it follows that its expectation is given by

\[ E(A_j) = \frac{|\Omega_i|}{|\Omega_i| - (j - 1)} \]  \hfill (4.4)

Equation (4.4) gives an upper bound on the number of times the **repeat** loop is

\(^1\text{Geometric distribution models the number of Bernoulli trials needed to get the first success.}\)
expected to occur for a given value of $j$. Hence, the bound for $j = 1, 2, \ldots, |\Omega_i^*|$ is

$$\sum_{j=1}^{\frac{|\Omega_i^*|}{|\Omega_i|}} \frac{|\Omega_i|}{|\Omega_i| - (j - 1)} = |\Omega_i| \sum_{j=1}^{\frac{|\Omega_i^*|}{|\Omega_i|}} \frac{1}{|\Omega_i| - j + 1}$$

$$= |\Omega_i| \left( \sum_{j=1}^{\frac{|\Omega_i|}{|\Omega_i|}} \left( \frac{1}{j} - \frac{1}{j+1} \right) \right)$$

(4.5)

Each sum term in Equation ((4.5)) is an harmonic series. Let $H_n$, namely the $n^{th}$ harmonic number, be defined as the sum of the first $n$ terms of an harmonic series. Hence, Equation ((4.5)) can be computed as

$$\frac{|\Omega_i|}{|\Omega_i|} \sum_{j=1}^{\frac{|\Omega_i^*|}{|\Omega_i|}} \frac{1}{|\Omega_i| - j + 1} = |\Omega_i| \left( H_{|\Omega_i|} - H_{|\Omega_i| - |\Omega_i^*|} \right)$$

(4.6)

It is known that $H_n = \ln n + \gamma + O(1/n)$, where $\gamma$ is Euler’s constant [30]. Therefore, assuming $\alpha_i < 1$, Equation ((4.6)) can be approximated as

$$\sum_{j=1}^{\frac{|\Omega_i^*|}{|\Omega_i|}} \frac{1}{|\Omega_i| - j + 1} \approx |\Omega_i| \ln \left( \frac{|\Omega_i|}{|\Omega_i| - |\Omega_i^*|} \right)$$

$$= |\Omega_i| \ln \left( \frac{1}{1 - \alpha_i} \right)$$

(4.7)

which implies Equation ((4.2)), as required.

It is interesting to observe that the logarithm term in equation (4.7) serves as a reducing factor when $|\Omega_i^*| << |\Omega_i|$. For example, if $|\Omega_i| = 10^8$ and $|\Omega_i^*| = 10^3$, that is $\alpha_i = 10^{-5}$, a random generation procedure in line with the framework of Algorithm 3 is expected to stop with no more than $10^3$ iterations. As a rule of thumb, one must not use Algorithm 3 if $\alpha_i \geq 1 - \frac{1}{e}$ since in this case, $\ln(1/(1 - \alpha_i)) \geq 1$ where $e$ is a natural number.
4.2 RANDOM SCENARIO GENERATION PROCEDURES

4.2.2 A Simple Random Generation Procedure

Algorithm 4 describes a procedure to generate $m = |\Omega_i^*|$ scenarios at random. In order to select a scenario in $\Omega_i$, an integer $k$ (line 6) is chosen so that $0 \leq kT_i \leq h - T_i$. Note that this range of values ensures that $k$ could assume any multiple of the task periods within $[0, h)$. Then the scenario is generated taking $kT_i$ as argument in $\text{tadd}(\Gamma, S, kT_i)$. Scenarios already generated are discarded (line 8). If this is the case, another value of $k$ is chosen. The algorithm stops when $j = m$ distinct scenarios are generated. Note the similarities of this algorithm and that of Algorithm 1 and that this random generation procedure is in line with the framework described in Algorithm 3.

Algorithm 4: A simple procedure to randomly generate a sample of $m$ scenarios for a periodic task set.

1. $h \leftarrow \text{lcm}(T_1, \ldots, T_n);$  
2. $j \leftarrow 1;$  
3. $\Omega_i^* \leftarrow \emptyset;$  
4. $S \leftarrow (0, \ldots, 0);$  
5. repeat  
6. $k \leftarrow \text{rand}(0, (h - T_i)/T_i);$  
7. $S' \leftarrow \text{tadd}(\Gamma, S, kT_i);$  
8. if $S' \notin \Omega_i^*$ then  
9. $\Omega_i^* \leftarrow \Omega_i^* \cup S';$  
10. $j \leftarrow j + 1;$  
11. until $j = m;$

Considering Example 3.2 and task $\tau_1$, $k$ can assume values in the interval $0, 1, \ldots, 5$. In this case, there are 6 possible values of $kT_i$ leading to 6 possible distinct scenarios, as can be seen in Table 4.2.2, which illustrates that probabilistic coverage is ensured.

Since Algorithm 4 is in line with Algorithm 3, the number of iterations is upper bounded by Equation (4.2). Also, the manipulation of simulation scenarios for a task set with $n$ tasks can be done in $O(n \log^2 h)$. Thus, the expected execution cost of Algorithm 4 is upper bounded by $O \left( n \log^2 h |\Omega_i| \log \left( \frac{1}{1 - \alpha_i} \right) \right)$. The correctness of the algorithm can be stated as follows:
Table 4.3. Scenarios generated by Algorithm 4 for Example 3.2 considering task $\tau_1$.

<table>
<thead>
<tr>
<th>$kT_1$</th>
<th>$\text{tadd}(\Gamma, S, kT_1)$</th>
<th>$kT_1$</th>
<th>$\text{tadd}(\Gamma, S, kT_1)$</th>
<th>$kT_1$</th>
<th>$\text{tadd}(\Gamma, S, kT_1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(0, 0, 0)</td>
<td>20</td>
<td>(20, 15, 20)</td>
<td>40</td>
<td>(40, 30, 40)</td>
</tr>
<tr>
<td>10</td>
<td>(10, 0, 0)</td>
<td>30</td>
<td>(30, 30, 20)</td>
<td>50</td>
<td>(50, 45, 40)</td>
</tr>
</tbody>
</table>

**Theorem 4.4** Algorithm 4 generates a subset $\Omega_i^* \subset \Omega_i$ of $m$ simulation scenarios for any set of periodic tasks $\Gamma = \{\tau_1, \ldots, \tau_n\}$ satisfying properties 4.2, 4.4 and 4.5.

**Proof** The Validity property follows directly from line 7 and Lemma 3.1. Also, it can be seen that Algorithm 4 has the same structure of Algorithm 3. Hence, by Theorem 4.3, the algorithm is expected to stop in a finite number of steps, ensuring probabilistic termination by Theorem 4.3. From line 6 it is known that any multiple of $T_i$ within $[0, h)$ can be chosen at random and by Corollary 3.1 these values are enough to generate any scenario in $\Omega_i$. Thus, the Probabilistic Coverage property follows.

4.2.3 A Better Random Generation Procedure

It may be clear from Theorem 4.3 that the construction of $\mathcal{U}_i$ plays an important role in the performance of the random generation procedure. In this section another procedure is derived by changing slightly the way $\mathcal{U}_i$ is taken into consideration. Figure 4.2 illustrates the main idea behind the proposed modification. It can be seen that $\mathcal{U}_i$ is divided into three disjunct subsets. A random choice is carried out considering a subset at a time. As the figure indicates, $\mathcal{U}_i$ must be partitioned so that an element is only part of one subset.

Algorithm 5 presents the procedure. Although this algorithm follows the same basic structure as the previous ones, some aspects are worth mentioning. Observe in line 6 that an integer value is chosen between 1 and $h^*/T_i$, where $h^*$ is the size of the partitions of $\mathcal{U}_i$. Its value must be large enough to ensure the Probabilistic Coverage property. Otherwise, the algorithm will stop before taking the whole spectrum of $\mathcal{U}_i$. In other words, $h^* \geq h/m$. 
where \( m \) is the desired number of simulation scenarios in \( |\Omega_i^*| \). Another aspect is the operation in line 10. This operation has the effect of advancing time so that the domain for random choices are kept bounded within the chosen partition size. Both the time advance and the time shift operations (lines 10 - 11), are used to reduce the complexity due to large number arithmetics. This is a positive side effect of the strategy described in this algorithm.

Consider again Example 3.2 and task \( \tau_1 \) as illustration and define \( h^* = 20 \). This means that the algorithm chooses a value of \( kT_1 \in \{0,10,20\} \) in each of its steps. In
the first step, as $S = (0, 0, 0)$, there are two possible scenarios to be generated. In the second step, though, only two different scenarios can be generated. Table 4.4 gives the possible scenarios that could be generated by the algorithm in each of its steps. Note that in order to ensure the Probabilistic Coverage property, there must be at least three steps. The demonstration that Algorithm 5 follows the required properties is defined in the following theorem.

**Theorem 4.5** Algorithm 5 generates a subset $\Omega^*_i \subseteq \Omega_i$ of $m$ simulation scenarios of a periodic task $\tau_i \in \Gamma = \{\tau_1, \ldots, \tau_n\}$ satisfying properties 4.2, 4.4 and 4.5.

**Proof**

**Validity.** The Validity property follows directly from line 7 and Lemma 3.1.

**Probabilistic Coverage.** From lines 6-7 it is known that any multiple of a task period within $[0, h^*)$ can be chosen at random. There are $m$ intervals with size $h^*$ (line 4). Note that **repeat-until** loop and line 10 assures that all intervals are visited. Hence any multiple of $T_i$ within $[0, h)$ can be chosen at random. According to Corolary 3.1 these values are enough to generate any scenario in $\Omega_i$. Thus, the Probabilistic Coverage Property follows.

**Termination.** Note that the procedure divides $h$ in $m < h/T_i$ distinct subsets, where $m$ is the number of scenarios that must be generated. In each subset a scenario will always be generated. Since there are $m$ subsets, there will be $m$ generated scenarios. Hence, Algorithm 5 terminates with probability 1 in $m$ steps.

In spite of calculating the hyperperiod, Algorithm 5 generates new scenarios based on the values of $h^*$ (line 4) instead of using $h$. As a consequence it reduces the complexity due to large numbers arithmetics, which is enforced by the use of **time-shift** operation (line 11). Moreover, Algorithm 5 divides the hyperperiod in $m$ subintervals and each
one of them generates a scenario in $O(n \log^2 h^*)$ (line 7). Hence, the running time of Algorithm 5 is $O(mn \log^2 h^*)$.

### 4.3 SUMMARY

This chapter presented four procedures to generate simulation scenarios. Two of them are useful when the total number of simulation scenarios for a given task $\tau_i$ is reasonably small. They generate the whole set of such scenarios. However, in general, complex task sets have a very large set of simulation scenarios. To deal with these cases, two random generation procedures were derived. Table 4.5 summarizes the characteristics of the derived procedures.

Choosing an adequate algorithm to generate simulation scenarios poses as an important issue when it comes to simulating a specific time window of a system, instead of considering the whole hyperperiod. The following chapter will present the Simulation Engine, which uses simulation scenarios to define the simulation time interval and computes the fault resilience metric.


### Table 4.5. Summary of simulation scenarios generation procedures

<table>
<thead>
<tr>
<th>Generation Procedure</th>
<th>Time Complexity</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 1</td>
<td>$O\left(\frac{nh}{T_i} \log^2 h \right)$</td>
<td>Generates $\Omega_i$ for a given task $\tau_i$; Based on hyperperiod; Generates a scenario in every iteration. Arithmetic of large numbers.</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>$O\left(\frac{nh}{T_i} \right)$</td>
<td>Generates $\Omega_i$ for a given task $\tau_i$; Not based on hyperperiod; Generates a scenario in every iteration.</td>
</tr>
<tr>
<td>Algorithm 4</td>
<td>$O\left(\frac{nh}{T_i} \log \left(\frac{h}{h-mT_i}\right) \log^2 h \right)$</td>
<td>Generates a subset $\Omega_i^*$ for a given task $\tau_i$; Based on the hyperperiod; Generates a scenario in every iteration. Arithmetic of large numbers.</td>
</tr>
<tr>
<td>Algorithm 5</td>
<td>$O(mn \log^2 h^*)$</td>
<td>Generates a subset $\Omega_i^*$ for a given task $\tau_i$; Based on the hyperperiod; Generates a scenario in every iteration. Deals with numbers bounded within a few values.</td>
</tr>
</tbody>
</table>
Chapter 4 presented some procedures to generate a set of simulation scenarios for a given task $\tau_i$. Based on each scenario $S$ the simulation engine determines a specific time window and then simulates the system to compute the fault resilience of the system regarding $S$.

Indeed, in order to determine the system behavior in a specific time window it is necessary to evaluate if the execution of previous time windows may interfere in the one that is being simulated. In other words, in order to carry out this simulation, the impact of possible pending execution from previous scenarios in the one that is being simulated must be considered. This procedure is addressed here as the backlog computation. Also, the error generator procedure must generate errors so that the fault resilience is computed considering the minimum number of errors and this is the second issue addressed in this chapter.

The outline of the proposed simulation-based approach is given in Section 5.1. The backlog effect on the simulation is analyzed in Section 5.2. Section 5.3 details both the error generator and the system fault resilience. This chapter finishes with some preliminary results obtained from the error generator algorithm, which are presented in Section 5.4.

### 5.1 OUTLINE

Assume that one wishes to evaluate the effort for a task $\tau_i$ in $\Gamma = \{\tau_1, \ldots, \tau_n\}$, considering a specific simulation scenario $S = (S_1, \ldots, S_n)$. The job of this task, released at $S_i$, namely $J_i$, is called hereafter the analyzed job. Simulation will be taken until $J_i$ misses its deadline, making the system unschedulable. Figure 5.1 sketches the simulation process and will be used for illustration purposes. Scenario $S$ and a previous scenario $S'$ are indicated in the gray area of the figure. Release times are indicated by the vertical
solid arrows. The first release time of jobs in $S$ whose priorities are at least $p(J_i)$ is denoted $r \leq S_i$ in the figure. These jobs must be considered when analyzing the effects of errors in the execution of $J_i$, since they may cause some interference in such a job.

![Simulation time for S](image)

**Figure 5.1.** Two-step simulation procedure used by the Simulation Engine

The simulation of the system regarding $S$ involves two problems: (a) determining the execution backlog at $r$, which is related to jobs released before $r$; and (b) generating the minimum number of errors from $r$ onwards so that the analyzed job misses its deadline. Nonetheless, exact solutions to problems (a) and (b) may be computationally too expensive for two main reasons: first, analyzing the impact of higher priority jobs already released on the analyzed job requires backtracking in time. Second, generating the minimum number of errors is an optimization problem. Thus, our approach to solving them is to derive an upper bound for (a) and a lower bound for (b) so that the effort of the fault generator is not overestimated. The simulation procedure has two steps, as illustrated in Figure 5.1, and is explained in Sections 5.2 and 5.3, respectively.

### 5.2 BACKLOG COMPUTATION

The approach to estimating an upper bound on the backlog at $r$ is based on (a) going back to a previous scenario $S'$ and (b) forcing the release time of all tasks in $\Gamma$ be at time $t_b = \min(S')$. Then, the remainder task execution time after simulating the execution of the system within $[t_b, r)$ should give the desired upper bound. It is worth mentioning
that any previous simulation scenario $S'$ could be considered. For example, one could choose to backtrack from $S$ until the time origin at $t = 0$, since this choice would lead to compute the worst-case for backlog. However, in worst case it would be necessary to consider the whole hyperperiod, which is not desired. Indeed, ideally $S'$ should be a scenario which gives a good trade-off between simulation time and backlog estimation.

In order to evaluate which backtrack would give the ideal $t_b$ value, 5 periodic task sets, composed of six tasks each, were simulated. Such task sets were randomly generated, considering variable values for both task periods $T$ and execution cost $C$. In this simulation, for each task $\tau_i$ we chose a simulation scenario $S$ and backtracked to a previous scenario $S'$, where $S' = \text{tsub}(\Gamma, S, kT_i), k = 0, 1, \ldots, \frac{h - T_i}{T_i}$. The mean backlog computed for each task $\tau_i$ is presented in Table 5.1, where $k$ indicates the number of scenarios before $S$ that were considered to compute the backlog.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$50$</th>
<th>$40$</th>
<th>$30$</th>
<th>$20$</th>
<th>$15$</th>
<th>$10$</th>
<th>$5$</th>
<th>$1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0100</td>
<td>0.0103</td>
<td>0.0149</td>
<td>0.0161</td>
<td>0.0220</td>
<td>0.0243</td>
<td>0.0253</td>
<td>0.0260</td>
</tr>
<tr>
<td>2</td>
<td>0.0103</td>
<td>0.0106</td>
<td>0.0139</td>
<td>0.0145</td>
<td>0.0200</td>
<td>0.0223</td>
<td>0.0231</td>
<td>0.0239</td>
</tr>
<tr>
<td>3</td>
<td>0.0101</td>
<td>0.0103</td>
<td>0.0132</td>
<td>0.0150</td>
<td>0.0203</td>
<td>0.0219</td>
<td>0.0230</td>
<td>0.0241</td>
</tr>
<tr>
<td>4</td>
<td>0.0105</td>
<td>0.0109</td>
<td>0.0127</td>
<td>0.0153</td>
<td>0.0211</td>
<td>0.0224</td>
<td>0.0245</td>
<td>0.0253</td>
</tr>
<tr>
<td>5</td>
<td>0.0105</td>
<td>0.0108</td>
<td>0.0137</td>
<td>0.0151</td>
<td>0.0207</td>
<td>0.0233</td>
<td>0.0251</td>
<td>0.0266</td>
</tr>
<tr>
<td>6</td>
<td>0.0110</td>
<td>0.0113</td>
<td>0.0149</td>
<td>0.0157</td>
<td>0.0220</td>
<td>0.0239</td>
<td>0.0260</td>
<td>0.0269</td>
</tr>
</tbody>
</table>

Notice that the mean backlog values presented a small variability if we consider a backtrack of at most 15 scenarios. Actually, such values begin to change when $k \geq 20$. Also, notice that the greatest backlog values were computed for the closest simulation scenarios. This was an expected behavior since the closer $S$ is from $S'$, the smaller the time available to compute the extra workload. Based on that, the approach used to compute the backlog, in the context of this work, is going back to the closest scenario. In this case, $S'$ and $t_b$ are respectively given by:

$$S' = \text{tsub}(S, \Gamma, kT_i), k > 0 \quad t_b = \min(S')$$
Once $t_b$ is computed, the simulation starts executing the jobs released in $[t_b, r)$ but with the fault generator deactivated. Since some jobs may be artificially released at $t_b$, as illustrated by the dotted-arrowed lines in Figure 5.1, there may be an execution overload in $[t_b, r)$ which are generated for the purpose of backlog estimation only. This is illustrated in Figure 5.2. For example, let $S = (50, 45, 40)$ and $S' = (30, 30, 40)$. Artificially, a job of $\tau_3$ is considered to be released at $t = 30$. Also, observe that the job of $\tau_2$ released at time instant 30 does not complete its execution during the time interval $[30, 40)$ and thus its pending execution time represents a backlog for $S$.

![Figure 5.2. Illustrative example of backlog computation](image)

In order to reduce this artificial overload, the jobs that miss their deadlines in $[t_b, r)$ are executed until their deadlines, time at which they are discarded. This strategy can be observed in Figure 5.3. In this case, $S = (30, 30, 20)$ and $S' = (20, 15, 20)$. Observe that at time $t = 20$, a backlog job, released at time $t = 15$ is discarded. The jobs simulated during $[t_b, r)$ are called backlog jobs. Since we assume that the system is schedulable in fault-free scenarios, discarding backlog jobs in this way is safe and reduces the pessimism of the simulation-based analysis.

### 5.3 ERROR GENERATOR

The simulation during $[r, S_i + D_i)$ is carried out with the fault generator active. The strategy is to generate errors in the job which causes the highest interference in the analyzed job. As the goal is to estimate a lower bound on the minimum number of
generated errors that make the analyzed job miss its deadline, the faulty jobs are allowed to execute beyond its deadline. In other words, the optimization problem of determining which jobs fail during simulation is circumvented. According to this approach the found number of errors is guaranteed to be not overestimated but can be underestimated.

Consider a time interval \([r, t), r < t\), during which the fault generator is active when simulating a given scenario \(S\). Assume that the analyzed job \(J_i\) is active in this interval. We define the predicate \(\text{active}(r, t, J_i)\), which is true whenever \(J_i\) has been released before \(t\) and has not finished by \(r\). Otherwise, the predicate evaluates false. By the scheduling policy, the execution of \(J_i\) takes place at priority level \(p(J_i)\). Hence, the jobs active in \([r, t)\) that may interfere in the execution of the analyzed job or in its recovery are executed or have their recovery actions executed at priority at least \(p(J_i)\). We represent this set more formally as

\[
hp^S_i(r, t) \overset{\text{def}}{=} \{J_j|(p(J_j) \geq p(J_i) \lor p(J_j) \geq p(J_i)) \land (\text{active}(r, t, J_j))\}
\]

As mentioned before, when simulating a scenario \(S\) for a given analyzed job \(J_i\), the fault generator must not let \(J_i\) meet its deadline. Hence, every time \(t\) at which \(J_i\) would successfully finish its execution (i.e. \(t \leq S_i + D_i\)), an error must be generated in a job \(J_j \in hp^S_i(r, t)\). The recovery of this faulty job must be such that it maximizes the interference in the execution of \(J_i\). Notice that jobs released in \([r, S_i)\) may satisfy the maximization criterion. In order to compute this kind of interference, we define the
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Concept of interference distance:

Definition 5.1 Let $S = (S_1, \ldots, S_n)$ be a simulation scenario for a given periodic task set. Consider a time interval $[r, t)$ and a job $J_i$, where $\min(S) \leq r < t \leq S_i + D_i$. For any job $J_j \in h_{p_i}^S(r, t)$, denote $e_j$ the finishing time of $J_j$ when no errors take place and define $C_k(t)$ the pending worst-case execution cost at time $t$ of any $J_k \in h_{p_i}^S(r, t)$. If $J_k$ has not executed by $t$, $C_k(t) = C_k$. If it has finished by $t$, $C_k(t) = 0$. Otherwise, $C_k(t)$ equals $C_k$ minus what has been executed of $J_k$ by $t$. The interference distance, $\Delta_{i,j}^S$, of job $J_j$ over job $J_i$ in $S$ is given by:

$$
\Delta_{i,j}^S \overset{\text{def}}{=} \max\{S_i - e_j - \omega_i(e_j), 0\}
$$

where

$$
\omega_i(t) \overset{\text{def}}{=} \sum_{J_k \in h_{p_i}^S(r, t)} C_k(t)
$$

Figure 5.4 illustrates the concept stated in Definition 5.1. Time $t$ is a possible successful finishing time of $J_i$. At this moment, the fault generator must generate an error in some job in $h_{p_i}^S(r, t)$. There are three possibilities in this example, denoted in the figure as $J_{ja}$, $J_{jb}$ and $J_{jc}$. Note that $J_{ja}$ is only active after $t$ and so it is not considered as an option. Also, note that the interference distance $\Delta_{i,jc}^S = 0$ and so any error in $J_{jc}$ would cause an extra interference in the execution of $J_i$. This is not true for jobs $J_{ja}$ and $J_{jc}$. Indeed, $J_i$ would suffer interference of these jobs due to errors only if their recovery times are greater than their interference distances.

In the example no faults are considered. Now consider a general case where the fault generator is to generate an additional error at time $t$ and $f_i^S$ have already been generated. Let the execution time of recovery actions associated to all these $f_i^S$ errors be $\bar{C}$ time units. Thus, the recovery action associated to all $f_i^S + 1$ errors is either

$$
\max_{J_j \in h_{p_i}^S(r, S_i)} \{(f_i^S + 1)\bar{C}_j - \Delta_{i,j}^S\}
$$
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or

\[ \bar{C} + \max_{J_j \in \mathcal{hp}_i^S(S_i,t)} (\bar{C}_j) \]  

\[ \Delta_{i,j_a} = S_i - e_{ja} - C_{j_a}, \quad \Delta_{i,j_b} = S_i - e_{jb}, \quad \Delta_{i,j_c} = 0 \]

Figure 5.4. Interference distance.

The maximum of Equations (5.3) and (5.4) gives the desired lower bound on the number of generated errors whenever \( f_i^S + 1 \) errors make \( J_i \) miss its deadline. It is important to emphasize that this strategy can be used because we are considering that the execution of faulty jobs is not time-bounded, i.e. a chosen faulty job \( J_j \) is assumed to execute beyond its deadline \( S_j + D_j \). This is done for the sake of analysis only and does not imply that we are restricting the system task model. It is clear that since \( J_j \) has the highest interference in the execution of \( J_i \) according to this assumption, any other combination of faulty jobs cannot interfere more than what is computed in Equations (5.3) and (5.4). Therefore, we are conservatively determining the fault generator effort as mentioned before. Less pessimistic approaches to choosing faulty jobs involve solving optimization problems, which will be considered in future work. For now, we are more concerned with validating the fault resilience analysis as a whole.

5.3.1 Simulation Procedure

Algorithm 6 implements the simulation engine. It receives as input parameters a task set \( \Gamma \), one of its simulation scenarios \( S \), and one task to be analyzed regarding \( S \), whose job is released at \( S_i \). The simulation interval \([t_b, t']\) is set in lines 1-3. Variables \( \bar{C} \) and \( f_i^S \) in the algorithm stores the sum of recovery times of faulty jobs and the number of errors, respectively. The final value of \( f_i^S \) is the generated number of errors by the fault
Algorithm 6: Simulation engine

1. $t' \leftarrow S_i + D_i$; $r \leftarrow \min_{J_k \in \text{hp}} S_k$;
2. $S' = \text{tsub}((\Gamma, S, \min(T)))$;
3. $t_b \leftarrow \min_{J_k \in \text{hp}} (S'_k)$; $t \leftarrow t_b$;
4. foreach $J_k \in \text{hp} (t_b, t')$ do
   - enqueue($k, C_k, p(J_k)$);
5. enqueue($0, t - t', p(J_i) - 1$); /* a dummy job */
6. $f^S_i \leftarrow 0$; $\bar{C} \leftarrow 0$;
7. while ($t \leq t'$) do
   - $(k, C, p) \leftarrow \text{dequeue}(t)$;
   - $s \leftarrow \text{nextJob}(t, p)$;
   - if $t + C \leq s$ then /* $J_k$ finishes */
     - $t \leftarrow t + C$;
     - if $t < r$ then /* backlog job */
       - if $S_k + D_k > t + C$ then /* overload? */
         - $t \leftarrow S_k + D_k$;
     - else /* fault generator active */
       - if $j = i \land t \leq S_i + D_i$ then
         - $f^S_i \leftarrow f^S_i + 1$
         - $x \leftarrow \max_{J_j \in \text{hp}} (f^S_j \bar{C}_j - \Delta^S_{i,j})$
         - $y \leftarrow \max_{J_j \in \text{hp}} (\bar{C}_j)$
         - if $x > \bar{C} + y$ then
           - enqueue($i, x - \bar{C}, p(J_i)$);
           - $\bar{C} \leftarrow x$;
         else
           - enqueue($i, y, p(J_i)$);
           - $\bar{C} \leftarrow \bar{C} + y$;
       else /* $J_k$ is preempted */
         - enqueue($k, C - (s - t), p$);
     - $t \leftarrow s$;
generator that make $J_i$ miss its deadline, meaning that scenario $S$ is resilient to at least $f^S_i - 1$ errors.

Initially, all jobs in the simulation interval are enqueued according to their priorities and release times (lines 4-5). This is carried out by the function `enqueue`. A dummy job is also enqueued at priority level $p(J_i) - 1$ (line 6). This job is executed in background during the simulation. Since time advances in the algorithm only when some job is executed, the dummy job is used for the purpose of advancing time during idle intervals.

Any job is dispatched to execution at time $t$ as follows. The highest priority ready job at $t$ is dequeued (line 9). The `dequeue` function returns the job identifier ($k$), its execution time ($C$) and its priority ($p$). Then the `nexJob` function is called. This function returns the next release time of the job with priority at least $p$ whose release time is greater than $t$. If $t + C > S$, the dispatched job $J_k$ is executed until time $S$ when a preemption occurs. Otherwise, there are three situations to be checked. If $J_k$ is a backlog job, it is executed until either time $t + C$ or time $S_k + D_k$. In the former case, time is simply advanced to $t + C$. In the latter case, $J_k$ misses its deadline at time $S_k + D_k$ and is discarded (lines 14-15). Finally, if $J_k = J_i$ and $J_i$ meets its deadline, an additional error is generated in the job which maximizes either Equation (5.3) or Equation (5.4), as explained earlier.

Note that the recovery time of the faulty job is added to $C_i$. This avoids possible backtracking to execute the recovery of $J_j$, simplifying the simulation. Also, preemption is simulated (lines 28-30) simply by enqueuing the remainder execution time ($C - s + t$) of the current job and advancing time to $s$. When `dequeue` is called at time $s$, the highest priority job at $s$ is selected.

The correctness of the simulation engine is stated by the following theorem.

**Theorem 5.1** Consider a periodic task set $\Gamma = \{\tau_1, \ldots, \tau_n\}$ and a given simulation scenario $S = (S_i, \ldots, S_n)$ of $\Gamma$. Algorithm 6 finishes its execution returning a lower bound on the number of errors necessary to make the analyzed job released at $S_i$ miss its deadline.
Proof [Proof sketch] It is not difficult to see that the algorithm halts since in each of its steps in the iterative loop time advances in lines 12, 15 or 30 and so eventually \( t > t' \).

Assume that \( f < f^S_i \) errors would make \( J_i \) miss its deadline in an actual schedule. Since the value of \( f^S_i \) is increased one unit at a time throughout the execution of the algorithm, consider a moment \( t \) when \( f^S_i = f \) and \( J_i \) finishes successfully in the simulation. Then either an error is generated in some job in \( h^S_i(S, t) \) or all errors take place in some job in \( h^S_i(r, S_i) \). Since the backlog at \( r \) is not underestimated, these sets of jobs contain at least the same jobs which would be active in the corresponding intervals \( [r, S_i) \) and \( [S_i, t) \) in an actual schedule. Since the choice of faulty jobs maximizes the interference in the execution of \( J_i \) due to error recovery, \( J_i \) would meet its deadline in the actual schedule if no more than \( f \) errors were taken into consideration, a contradiction. □

5.3.2 Illustrative Example

To make things clear, consider \( S = (50, 45, 40) \) a simulation scenario for Example 3.2 scheduled according to EDF. In this scenario let us analyze the job \( J_3 \) released at \( t = 20 \). For such a scenario, \( S' = (t_{sub}(S, \Gamma, \min(T)) = (40, 30, 40) \) and the simulation time interval is \( [30; 60) \). Figure 5.5 shows the whole scheduling for \( S \), including the backlog computation and error generation.

![Figure 5.5. Illustrative simulation for Example 3.2](image)

Observe that, in this case, system simulation starts at \( t_b = 30 \). At this time, an instance of \( \tau_3 \) is artificially included (dotted arrow in Figure 5.5). As mentioned before,
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This is done for deriving an upper bound on the backlog. Notice that at \( t = 40 \), a backlog job from previous scenario (from task \( \tau_2 \)) is still executing. It is worth mentioning that in the actual schedule shown in Figure 3.5 the backlog is null.

At time instant \( t = 40 \) the analyzed job is released and starts executing at \( t = 54 \) due to the interference of higher priority jobs. When the error generator realizes that this job is going to finish its execution successfully, it generates an error so that this job miss its deadline, making the system unschedulable. The choice of the faulty job is done so that the error generator effort is minimized. Hence, any active job in \([40, 60)\) can be chosen as the faulty job provided that it causes the highest interference in the analyzed job. It is important to notice that during the time interval \([40, 60)\), if any other job released at this time interval misses its deadline the system is still considered schedulable. Only the timeliness of the analyzed job \((J_3)\) is observed. According to Definition 3.2, the effort value for \( S \) is given by \( E_3 = \frac{f_S}{D_3} = \frac{1}{20} = 0.05 \).

In the following section we present some simulation results showing how the derived fault resilience metric can be used to compare different systems.

5.4 Preliminary Results

In this section we give some direction of the proposed analysis using an example task set composed of 10 tasks. Both EDF and RM were considered. The example was generated as follows. The task execution times were fixed and the task periods were randomly generated so that processor utilization was in \([0.6; 0.8)\). The recovery model considered was task re-execution and so \( \bar{C} = C \):

**Example 5.1** Consider \( \Gamma \) a periodic task set with 10 tasks and \( C = (1, \ldots, 1) \), \( T = (3, 11, 14, 15, 19, 19, 28, 33, 35, 44) \), \( D = T \) and \( \bar{C} = C \).

The hyperperiod for the analyzed task set is \( h = 87,780 \), which leads to \( \sum_{i=1}^{10} \Omega_i = 68,898 \). The mean effort \( \bar{E}_i \) for both RM and EDF is presented in Table 5.2.
### 5.5 Summary

This chapter presented an approach to inferring the system resilience considering simulation scenarios. Two main problems were addressed: the first one deals with the impact of pending execution from previous scenarios in the one that is being simulated; the error generator procedure using the described approach, it was illustrated that EDF is superior to RM from fault resilience perspective. The following chapter will present a more systematic analysis of the simulation data produced by the simulation engine.

#### Table 5.2. Mean effort $\bar{E}_i$ for $\Gamma$

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM</td>
<td>1.000</td>
<td>0.614</td>
<td>0.432</td>
<td>0.337</td>
<td>0.294</td>
<td>0.262</td>
<td>0.247</td>
<td>0.206</td>
<td>0.173</td>
<td>0.162</td>
</tr>
<tr>
<td>EDF</td>
<td>0.999</td>
<td>0.658</td>
<td>0.507</td>
<td>0.406</td>
<td>0.371</td>
<td>0.371</td>
<td>0.332</td>
<td>0.291</td>
<td>0.282</td>
<td>0.256</td>
</tr>
</tbody>
</table>

As can be seen in the table, EDF has a better overall performance in terms of fault resilience than RM. Although this behavior was expected due to the optimality of EDF in terms of schedulability, it is important to emphasize that now the difference is being measured. It is worth mentioning that $\tau_1$ has the same fault resilience for both schedulers. Indeed, $\bar{E}_i = 1$ for both EDF and RM, although for EDF a small variability ($< 10^{-3}$) was present. Since no other task interferes in the execution of $\tau_1$ according to RM and only in a few simulation scenarios there are other tasks with priority greater than $p(J_1)$ by EDF, this behavior was also expected. On the other hand, for all other tasks, EDF is visibly superior to RM in terms of fault resilience. Obviously, we are not considering here problems such as possible overloads caused by the admission of recovery actions, which could make EDF degrade. Nonetheless, the goal of the analysis is to point out to what extent the system support errors and is not on evaluating overload conditions.
CHAPTER 6

STATISTICAL ANALYSIS

The approach presented in Chapter 5 illustrated how to compute the fault resilience for a given task based on simulation scenarios. Indeed, when all simulation scenarios are available, the simulation engine can compute the effort for each task and the fault resilience of a given system can be determined based on the desired parameters, such as the mean effort, median or percentile values. However, there may be situations in which simulating all scenarios may be too time consuming. In this case, the fault resilience effort of a given task, for example, can be determined based on a sample of simulation scenarios, which requires applying statistical inference.

This chapter focuses on describing two statistical inference methods, which can be used to determine the confidence interval for a specific parameter based on a sample of such values. When the chosen parameter is the mean, traditional inference, which is detailed in Section 6.1, can be safely used to determine the confidence interval. However, if the chosen parameter is different from the mean, bootstrap technique, presented in Section 6.2, is recommended. In this chapter we apply both methods for computing the 95% confidence interval for the chosen parameter, which is shown through illustrative examples in Sections 6.1 and 6.2. Simulation results are presented and discussed in Section 6.3.

6.1 TRADITIONAL INFERENCE

Statistical inference methods deal with the problem of drawing conclusions for a population based on sample data. More precisely, it deals with two problems: (a) testing hypothesis about a specific parameter, issue not discussed here, and (b) estimating a specific parameter through sample data, the focus of this work. Here, we use interval estimation, which aims at determining a $100(1 - \alpha)\%$ confidence interval for a specific
6.1 Traditional Inference

Parameter, where $1 - \alpha$ is the confidence coefficient. Parameter represents a population attribute that one wishes to study and the $100(1 - \alpha)\%$ confidence interval represents an estimated range of values, which is likely to include the population parameter.

Traditional inference techniques, which are based on the Central Limit Theorem [54, 40], have been extensively used to determine the confidence interval when the parameter is the mean. In order to illustrate how to use such a kind of technique, consider an illustrative example which was presented in Section 5.4 and repeated here.

**Example 6.1** Consider $\Gamma$ a periodic task set with 10 tasks and $C = (1, \ldots, 1)$, $T = (3, 11, 14, 15, 19, 19, 28, 33, 35, 44)$, $D = T$ and $C = C$.

Assume that the parameter one wishes to study is the mean effort $\bar{E}_i$ for each task $\tau_i \in \Gamma$. In order to construct a confidence interval for $\bar{E}_i$, we need first to calculate the sample size $|\Omega^*_i|$ for each task $\tau_i$. To do so we need to (a) determine an acceptable sample error for each task, which is denoted by $|\bar{E}^*_i - \bar{E}_i|$, where $\bar{E}^*_i$ and $\bar{E}_i$ stand for the mean effort related to the sample $\Omega^*_i$ and to the population $\Omega_i$, respectively; (b) fix the population standard deviation $\sigma_i$ and (c) determine the coefficient confidence $1 - \alpha$. For this case, we have set $|\bar{E}^*_i - \bar{E}_i| = 5 \times 10^{-3}$ and $\alpha = 5\%$. The population standard deviation $\sigma_i$ was assumed to be known, and the sample size $|\Omega^*_i|$ for each task $\tau_i \in \Gamma$ was computed according to Equation(6.1) [54, 40].

$$|\Omega^*_i| = \frac{1.96 \sigma_i}{|\bar{E}^*_i - \bar{E}_i|} \quad (6.1)$$

Note that if $\sigma_i$ is not known, it can be estimated from a pilot sample [54]. The sample size computed for each task $\tau_i \in \Gamma$ are shown in Table 6.1.

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\Omega^*_i</td>
<td>$</td>
<td>56</td>
<td>589</td>
<td>1135</td>
<td>851</td>
<td>683</td>
<td>713</td>
<td>389</td>
<td>326</td>
</tr>
</tbody>
</table>

A random generation procedure was used to generate the random samples of sim-
ulation scenarios for each task $\tau_i \in \Gamma$ based on the sample size $|\Omega_i^*|$. Although both Algorithms 4 and 5 can be used, we used Algorithm 5 since it presents a better performance. Each sample of simulation scenarios $\Omega_i^*$ was used as input for the simulation engine, so that the mean effort $\bar{E}_i^*$ was computed. Such values are shown in Table 6.2.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\bar{E}_i^*$</th>
<th>RM $CI_i$</th>
<th>$\bar{E}_i$</th>
<th>EDF $CI_i$</th>
<th>$\bar{E}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td>[1.000,1.000]</td>
<td>1.000</td>
<td>[1.000,1.000]</td>
<td>0.999</td>
</tr>
<tr>
<td>2</td>
<td>0.614</td>
<td>[0.505,0.723]</td>
<td>0.614</td>
<td>0.658</td>
<td>[0.536,0.780]</td>
</tr>
<tr>
<td>3</td>
<td>0.432</td>
<td>[0.284,0.579]</td>
<td>0.433</td>
<td>0.507</td>
<td>[0.325,0.688]</td>
</tr>
<tr>
<td>4</td>
<td>0.337</td>
<td>[0.220,0.455]</td>
<td>0.338</td>
<td>0.406</td>
<td>[0.261,0.550]</td>
</tr>
<tr>
<td>5</td>
<td>0.294</td>
<td>[0.196,0.391]</td>
<td>0.295</td>
<td>0.371</td>
<td>[0.249,0.493]</td>
</tr>
<tr>
<td>6</td>
<td>0.262</td>
<td>[0.155,0.369]</td>
<td>0.264</td>
<td>0.371</td>
<td>[0.237,0.505]</td>
</tr>
<tr>
<td>7</td>
<td>0.247</td>
<td>[0.131,0.362]</td>
<td>0.247</td>
<td>0.332</td>
<td>[0.233,0.431]</td>
</tr>
<tr>
<td>8</td>
<td>0.206</td>
<td>[0.115,0.297]</td>
<td>0.207</td>
<td>0.291</td>
<td>[0.198,0.384]</td>
</tr>
<tr>
<td>9</td>
<td>0.173</td>
<td>[0.123,0.223]</td>
<td>0.174</td>
<td>0.286</td>
<td>[0.200,0.364]</td>
</tr>
<tr>
<td>10</td>
<td>0.162</td>
<td>[0.112,0.211]</td>
<td>0.161</td>
<td>0.256</td>
<td>[0.183,0.329]</td>
</tr>
</tbody>
</table>

The confidence interval $CI_i$ for the parameter $\bar{E}_i$ was also computed considering a confidence of 95%. For this example, the mean effort $\bar{E}_i$ for all simulation scenarios $\Omega_i$ was known and is also presented in the table. Observe that most effort values obtained for EDF are greater than the ones obtained for RM, except for task $\tau_1$ in which such values are the same. Note that this is the same result presented in Table 5.2, illustrating the effectiveness of statistical estimation.

Although such a method to calculate a confidence interval has been extensively used in statistical literature, it may present some shortcomings if one is interested in a population parameter which is different from the mean. In fact, in this case computing the $(1 - \alpha)\%$ confidence interval for a parameter cannot be done straightaway. The following section presents a computer-based inference technique which can be used to infer population parameters, which are different from the mean.
6.2 Bootstrap

Bootstrap is a computer-based method for statistical inference, which uses sample data to estimate sample distribution without the need of carrying any model assumption. Quoting Politis [46], the idea behind bootstrap is:

“since you do not have the whole population, do the best with what you do have, which is the observed sample”.

In order to infer a population parameter, bootstrap technique uses the plug-in principle [20]. To understand it, suppose one wishes to estimate an important population parameter $\theta = \bar{E}_i$. The population is unknown and only a random sample is available.

In order to find out $\theta$, the plug-in principle uses the sample to calculate an estimator $\hat{\theta}$, which corresponds to a function that produces an estimate for a population parameter. For example, if $\theta = \bar{E}_i$, $\hat{\theta} = \bar{E}_{i}^*$. In other words, the sample estimator is used to infer the analogous unknown population parameter. Thus, based on the value of $\hat{\theta}$, the parameter $\theta$ is inferred [20]. This is shown in Figure 6.1

![Figure 6.1. Illustration of the plug-in principle](image)

Bootstrap is a direct application of the plug-in principle [20]. For this reason, it is capable of estimating several different population parameter.

As long as the estimator has been defined, its reliability can be assessed through bootstrap before it can be used to infer the population parameter. Indeed, such a technique aims at deriving robust estimates of standard errors of an estimator and confidence intervals of a population parameter. To do so, its strategy is based on resampling with replacement the original sample data.
Although there are other inference methods which are based on resampling, they may not be suitable for computing fault resilience values for a given system. For example, Monte Carlo simulation considers that the population parameter distribution is known, which may not be true when it comes to errors [46]. Jackknife technique, which is in fact easier to compute than bootstrap, could also be used. However, since this method uses a smaller number of replicas than bootstrap, it uses limited information about the estimator. For this reason, Jackknife is considered as an approximation of bootstrap [20].

Bootstrap is a completely automatic method, whose application is very simple and requires no theoretical calculations. Also, such a technique may provide more accurate confidence intervals for standard parameters such as the mean, if compared to normal approximation, used in traditional inference methods [46]. Moreover, since bootstrap is based on resampling the original sample data, it allows to infer population parameters even from small samples with unknown distribution patterns.

Although resampling is an important characteristic, since the generated samples represent a potential set of observations, it can be too CPU consuming depending on the sample size and on the number of necessary iterations. However, as computation power has been remarkably improving, this does not pose a major problem for current machines [12].

In order to understand the bootstrap algorithm, consider Figure 6.2. Let the estimator \( \hat{\theta} \) be the sample mean and assume that the available sample is defined as \( x = (x_1, x_2, \ldots, x_s) \), where \( s \) is the sample size. First, resampling is applied to generate \( B \) bootstrap samples, which are represented by \( x^{*i} = (x^{*1}_1, x^{*1}_2, \ldots, x^{*1}_s), i = 1, 2, \ldots, B \). Each tuple \( x^{*i} \) is a randomized version of the original sample \( x \), drawn with replacement. This means that any value \( x^{*}_j \) may appear several times in the sample \( x^{*i} \), and some may not appear at all. The number of bootstrap samples necessary to compute an estimator depends on the original sample size. Indeed, some authors assume that it usually varies from 25 to 300 samples [20], while others suggest 100 bootstrap samples to compute the standard error and 1000 bootstrap samples to compute the \( (1 - \alpha)\% \) confidence interval.
Resampling is an important issue in bootstrap since the generated bootstrap samples represent a potential set of observations, which may be better than relying on standard assumptions, which may not be true.

The next step is then to calculate an estimator \( \hat{\theta}^* \) for each bootstrap sample \( x^* \). And finally, the sample estimated mean \( \hat{\theta}^* \) can be calculated, as the average mean of \( \hat{\theta}^*_i \), as shown in Figure 6.2.

\[
\hat{\theta}^* = \frac{1}{B} \sum_{b=1}^{B} \theta^*_{ib}
\]

Figure 6.2. Illustration of bootstrap algorithm.

It is also important to compute the standard error of \( \hat{\theta}^* \) [20], which is given by

\[
\text{SE}_B = \sqrt{\frac{1}{B-1} \sum_{b=1}^{B} (\theta^*_{ib} - \hat{\theta}^*)^2}
\]

The whole bootstrap procedure is shown in Algorithm 7.

Bootstrap algorithm was also applied to Example 6.1 considering both RM and EDF scheduling to estimate the mean effort \( \bar{E}_i \). Here, we decided to consider the samples generated previously (used to compute the mean \( \bar{E}_i \) in Section 6.1) as the original sample for comparison means. For such an example, we have set \( B = 500 \). The mean effort \( \bar{E}_i \)
Algorithm 7: Bootstrap Algorithm

1. Select $B$ independent bootstrap samples;
2. Calculate the estimator for each generated bootstrap sample;
3. Compute the bootstrap estimator $\hat{\theta}^*$;
4. Estimate the standard error $\hat{se}_B$ from the sample standard deviation;

was computed using the R software [53], which implements bootstrap algorithm. The found results are shown in Table 6.3.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\bar{E}_i^*$</th>
<th>$\hat{se}_B$</th>
<th>$CI_i$</th>
<th>$\bar{E}_i$</th>
<th>$\bar{E}_i^*$</th>
<th>$\hat{se}_B$</th>
<th>$CI_i$</th>
<th>$\bar{E}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td>0.0000</td>
<td>[1.000,1.000]</td>
<td>1.000</td>
<td>1.000</td>
<td>0.0000</td>
<td>[1.000,1.000]</td>
<td>0.999</td>
</tr>
<tr>
<td>2</td>
<td>0.614</td>
<td>0.0027</td>
<td>[0.608,0.619]</td>
<td>0.614</td>
<td>0.658</td>
<td>0.0028</td>
<td>[0.652,0.663]</td>
<td>0.661</td>
</tr>
<tr>
<td>3</td>
<td>0.432</td>
<td>0.0026</td>
<td>[0.427,0.437]</td>
<td>0.433</td>
<td>0.507</td>
<td>0.0030</td>
<td>[0.501,0.513]</td>
<td>0.507</td>
</tr>
<tr>
<td>4</td>
<td>0.337</td>
<td>0.0026</td>
<td>[0.332,0.342]</td>
<td>0.338</td>
<td>0.406</td>
<td>0.0030</td>
<td>[0.400,0.411]</td>
<td>0.407</td>
</tr>
<tr>
<td>5</td>
<td>0.294</td>
<td>0.0024</td>
<td>[0.289,0.298]</td>
<td>0.295</td>
<td>0.371</td>
<td>0.0031</td>
<td>[0.365,0.377]</td>
<td>0.375</td>
</tr>
<tr>
<td>6</td>
<td>0.262</td>
<td>0.0024</td>
<td>[0.257,0.267]</td>
<td>0.264</td>
<td>0.371</td>
<td>0.0031</td>
<td>[0.365,0.378]</td>
<td>0.373</td>
</tr>
<tr>
<td>7</td>
<td>0.247</td>
<td>0.0027</td>
<td>[0.242,0.252]</td>
<td>0.247</td>
<td>0.332</td>
<td>0.0023</td>
<td>[0.327,0.336]</td>
<td>0.332</td>
</tr>
<tr>
<td>8</td>
<td>0.206</td>
<td>0.0025</td>
<td>[0.201,0.211]</td>
<td>0.207</td>
<td>0.291</td>
<td>0.0027</td>
<td>[0.286,0.296]</td>
<td>0.291</td>
</tr>
<tr>
<td>9</td>
<td>0.173</td>
<td>0.0021</td>
<td>[0.168,0.177]</td>
<td>0.174</td>
<td>0.282</td>
<td>0.0035</td>
<td>[0.275,0.289]</td>
<td>0.280</td>
</tr>
<tr>
<td>10</td>
<td>0.162</td>
<td>0.0024</td>
<td>[0.157,0.167]</td>
<td>0.161</td>
<td>0.256</td>
<td>0.0035</td>
<td>[0.249,0.263]</td>
<td>0.256</td>
</tr>
</tbody>
</table>

The confidence interval $CI_i$ for $\bar{E}_i$ was computed considering a confidence of 95% and is also shown in Table 6.3. The standard error $\hat{se}_B$ is also presented to evidence sample standard deviation. Both standard error and confidence bootstrap interval were automatically calculated using a bootstrap R function. Comparing the results from Tables 6.2 and 6.3, it is possible to observe that the main difference is presented for the confidence interval, which are closer to population parameter $\bar{E}_i$ in Table 6.3, which is based on bootstrap. This is due to smaller standard errors obtained from bootstrap.

Bootstrap can also be used to compute any other estimator, since its calculation procedure is the same for any of them. For example, it may be useful for designers to determine system resilience based on trust levels. Percentile estimator would be helpful in this situation since it represents the value below which a certain percent of observations
fall. To illustrate this, we applied bootstrap algorithm to compute the $10th$ percentile for each task in Example 5.1. Such values are presented in Table 6.4.

### Table 6.4. $10th$-percentile of $E_i$ with $95\%$ of confidence according to bootstrap procedure

<table>
<thead>
<tr>
<th>$i$</th>
<th>$P_{10}^*$</th>
<th>$\bar{e}_{B}$</th>
<th>$CI_i$</th>
<th>$P_{10}$</th>
<th>$P_{10}^*$</th>
<th>$\bar{e}_{B}$</th>
<th>$CI_i$</th>
<th>$P_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000</td>
<td>0.0000</td>
<td>[1.000,1.000]</td>
<td>1.000</td>
<td>1.000</td>
<td>0.0000</td>
<td>[1.000,1.000]</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>0.538</td>
<td>0.0000</td>
<td>[0.538,0.538]</td>
<td>0.538</td>
<td>0.583</td>
<td>0.2639</td>
<td>[0.539,0.615]</td>
<td>0.615</td>
</tr>
<tr>
<td>3</td>
<td>0.333</td>
<td>0.0138</td>
<td>[0.304,0.333]</td>
<td>0.333</td>
<td>0.375</td>
<td>0.0007</td>
<td>[0.370,0.380]</td>
<td>0.375</td>
</tr>
<tr>
<td>4</td>
<td>0.280</td>
<td>0.0048</td>
<td>[0.269,0.280]</td>
<td>0.280</td>
<td>0.321</td>
<td>0.0043</td>
<td>[0.321,0.333]</td>
<td>0.321</td>
</tr>
<tr>
<td>5</td>
<td>0.241</td>
<td>0.0047</td>
<td>[0.227,0.242]</td>
<td>0.241</td>
<td>0.303</td>
<td>0.0043</td>
<td>[0.290,0.313]</td>
<td>0.300</td>
</tr>
<tr>
<td>6</td>
<td>0.200</td>
<td>0.0059</td>
<td>[0.194,0.212]</td>
<td>0.206</td>
<td>0.282</td>
<td>0.0045</td>
<td>[0.276,0.290]</td>
<td>0.290</td>
</tr>
<tr>
<td>7</td>
<td>0.182</td>
<td>0.0027</td>
<td>[0.178,0.186]</td>
<td>0.182</td>
<td>0.272</td>
<td>0.0022</td>
<td>[0.273,0.279]</td>
<td>0.273</td>
</tr>
<tr>
<td>8</td>
<td>0.158</td>
<td>0.0044</td>
<td>[0.150,0.163]</td>
<td>0.158</td>
<td>0.224</td>
<td>0.0029</td>
<td>[0.220,0.228]</td>
<td>0.224</td>
</tr>
<tr>
<td>9</td>
<td>0.141</td>
<td>0.0030</td>
<td>[0.138,0.149]</td>
<td>0.138</td>
<td>0.233</td>
<td>0.0077</td>
<td>[0.222,0.246]</td>
<td>0.232</td>
</tr>
<tr>
<td>10</td>
<td>0.132</td>
<td>0.0040</td>
<td>[0.121,0.139]</td>
<td>0.128</td>
<td>0.218</td>
<td>0.0045</td>
<td>[0.207,0.222]</td>
<td>0.211</td>
</tr>
</tbody>
</table>

Although we assumed $10th$-percentile, any other estimator could be used. It is important to mention that the confidence interval computed for such an estimator was the percentile confidence interval [20]. Also, in this case, the $10th$-percentile for the effort regarding all simulation scenarios, denoted by $P_{10}$, was known and is also presented in Table 6.4.

In the following section simulation experiments are detailed and their results are discussed.

### 6.3 RESULTS DISCUSSION

In order to illustrate how the derived fault resilience metric can be used to compare different real-time systems, we present some obtained simulation results. Section 6.3.1 presents the characteristics of the simulated task sets and makes a detailed comparison between RM and EDF scheduled systems, based on the mean effort $\bar{E}_i^*$ of each task $\tau_i$. The confidence interval for $\bar{E}_i$ is determined considering both traditional inference and bootstrap technique in order to compare the results of such methods. Bootstrap technique
is also used to compute the confidence interval for the 25th, 50th and 75th percentiles. Such results are presented in Section 6.3.2

6.3.1 RM vs. EDF From Fault Resilience Viewpoint

We have generated 60 task sets composed of six tasks, each. Task periods ($T$) and execution times ($C$) were randomly generated so that their processor utilization factor were bounded in predefined intervals. To do so, each task period $T_i$ and execution cost $C_i$ were generated so that $T_i \in [1; 50]$ and $C_i \in [1; 5]$. The intervals defined for the processor utilization factor were [50; 60), [60; 70), [70; 80) and [80; 90). Also, each of these intervals contains 15 task sets. Tasks in each task set are ordered according to their periods. Thus, $T_1 \leq T_2 \leq \ldots \leq T_6$.

Initially, we assumed the mean effort $\bar{E}_i$ as the fault resilience metric. Since the population of simulation scenarios $\Omega_i$ is unknown, we computed the sample size $|\Omega_i^*|$ for each task $\tau_i \in \Gamma$. We set $\alpha = 5\%$, the sample error $|\bar{E}_i^* - \bar{E}_i| = 5 \times 10^{-3}$ and the standard deviation $\sigma_i$ for each $\tau_i \in \Gamma$ was assumed to be known. Each sample of simulation scenarios was given as input to the simulation engine and results are discussed throughout this section.

In order to compare RM and EDF from fault resilience viewpoint, first we considered two different task sets $\Gamma$ and $\Gamma'$, generated as described earlier, with utilization factor bounded within [80; 90). Figure 6.3 shows the empirical distribution of the effort through boxplot diagrams, which indicate the first, second and third quartiles of a distribution as well as their minimum and maximum values.

Considering the second quartile, which is equivalent to the median and is represented by bold lines in Figure 6.3, most effort values for RM obtained for $\Gamma'$ are greater than the ones obtained for $\Gamma$. This can be seen in Figures 6.3(a) and 6.3(b). Such a result indicates that $\Gamma'$ is more resilient to faults than $\Gamma$, regarding RM. Both $\Gamma$ and $\Gamma'$ were also submitted to EDF an the result is shown in Figures 6.3(c) and 6.3(d). Considering
In order to compare RM and EDF, we considered simulating 15 task sets with processor utilization factor bounded within $[80;90)$. The empirical distribution of the effort is presented in Figure 6.4. Observe that considering the median, the fault resilience for $\tau_1$, $\tau_2$, $\tau_3$ and $\tau_4$ are greater in RM than in EDF. Also, the difference between the minimum and maximum values are greater in EDF than in RM, which denotes that variability of effort values is greater in EDF. Further, notice that regarding task $\tau_5$, the effort values are very close in both RM and EDF and for $\tau_6$, EDF was more resilient to faults than RM. Such a result can be numerically observed in Table 6.5, which presents the mean effort $\bar{E}_i^*$ for all task sets with processor utilization within $[80;90)$, regarding both RM and EDF.

We decided to analyze the mean effort $\bar{E}_i^*$ of each task $\tau_i$ regarding the processor
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Figure 6.4. Fault resilience distribution for task sets with utilization $U \in (80;90]$

![Graphs showing fault resilience distribution for RM and EDF](image)

Table 6.5. Mean effort for RM and EDF

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM</td>
<td>0.413</td>
<td>0.226</td>
<td>0.120</td>
<td>0.087</td>
<td>0.069</td>
<td>0.031</td>
</tr>
<tr>
<td>EDF</td>
<td>0.348</td>
<td>0.175</td>
<td>0.091</td>
<td>0.077</td>
<td>0.069</td>
<td>0.059</td>
</tr>
</tbody>
</table>

utilization factor. To do so, we (a) selected an interval for the processor utilization factor; (b) simulated all task sets whose processor utilization factor were within the chosen interval and (c) computed the mean effort $\bar{E}_i$ for each task $\tau_i$.

Figure 6.5 shows the mean effort $\bar{E}_1^*$ of $\tau_1$ considering both RM and EDF and systems with different processor utilization levels. Observe that considering task $\tau_1$, RM presented a better fault resilience than EDF for most processor utilization ranges. This was an expected result, since for RM higher priority tasks always preempts lower priority ones, while in EDF this does not necessarily happens. Also, notice that for task sets with utilization bounded within $[50;60)$ RM and EDF presented almost the same fault resilience.

The intuition behind such a comparison is that the greater the processor utilization the smaller the processor idle time, and consequently the smaller the effort $E_i$. Now, observe Figure 6.6, which shows the mean effort $\bar{E}_2^*$ related to task $\tau_2$ considering different processor utilization ranges. Note that regarding the interval $[70;90)$ RM was more resilient to faults than EDF, while for task sets with utilization within $[50;70)$ EDF was
Figure 6.5. Mean effort $\bar{E}_1$ for $\tau_1$ regarding different processor utilization levels

Figure 6.6. Mean effort $\bar{E}_2$ for $\tau_2$ regarding different processor utilization levels
more resilient to faults than RM. Until now, RM was more resilient to faults than EDF. However, since the priority of the analyzed job is beginning to become lower, such a result must change. Indeed, if we compute the fault resilience for $\tau_2$, without considering the utilization ranges, we can note that the mean effort $\bar{E}_2^* = 0.42$ for RM and $\bar{E}_2^* = 0.43$ for EDF, which evidences that for $\tau_2$ EDF is slightly more resilient to fault than RM.

Figure 6.7 shows the mean effort for task $\tau_3$ considering both RM and EDF. Considering task sets with utilization within $[80;90)$, the mean effort was greater in RM than in EDF. However, this was not observed for task sets with utilization within $[60;80)$, where EDF presented a better overall behavior. Also, notice that when the processor utilization is bounded within $[50;60)$ RM was a little more resilient to faults than EDF. If we compute the fault resilience for $\tau_3$, for all ranges, we can note that the mean effort $\bar{E}_3^* = 0.22$ for RM and $\bar{E}_3^* = 0.23$ for EDF, regarding the considered task sets.

For now, let us observe what happens when the analyzed job is related to $\tau_4$. This is shown in Figure 6.8, which presents $\bar{E}_4$ for RM and EDF. Observe that in this case, EDF presents a better overall behavior for all simulated systems, whose processor utilization
is in \([50;80)\). The exception was for task sets in \([80;90)\), in which RM was more resilient to faults. In spite of that, the fault resilience for \(\tau_4\), without considering the utilization bounds for RM is \(\bar{E}_4^* = 0.13\), while for EDF \(\bar{E}_4^* = 0.15\).

![Figure 6.8. Mean effort \(\bar{E}_4^*\) for \(\tau_4\) regarding different processor utilization levels](image)

**Figure 6.8.** Mean effort \(\bar{E}_4^*\) for \(\tau_4\) regarding different processor utilization levels

Figure 6.9 presents the mean effort for task \(\tau_5\) for RM and EDF scheduled systems.

Notice that for Figure 6.9, the mean effort \(\bar{E}_5^*\) is greater in EDF than in RM. Also, the difference between EDF and RM mean effort is more evident for all task sets with utilization between \([50;80)\). Actually, the mean effort for task sets with utilization bounded within \([80;90)\) is almost the same. As mentioned before, as the priority of jobs become lower, EDF scheduled task sets become more resilient to faults than those scheduled by RM. Indeed, the fault resilience for \(\tau_5\), without considering the utilization bounds for RM is \(\bar{E}_5^* = 0.10\), while for EDF \(\bar{E}_5^* = 0.14\).

Last but not least, let us consider the mean effort for \(\tau_6\), which is presented in Figure 6.10. Observe that in this case, since the jobs of \(\tau_6\) are the ones with lower priorities, EDF is more resilient than RM for all considered task sets. Also, the difference between the mean effort values are more evident. Actually, \(\bar{E}_6^* = 0.08\) for RM, while for EDF
Figure 6.9. Mean effort $\bar{E}_5^*$ for $\tau_5$ regarding different processor utilization levels

Figure 6.10. Mean effort $\bar{E}_6^*$ for $\tau_6$ regarding different processor utilization levels
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\( \bar{E}_6^* = 0.12 \). A comparison between all generated systems, considering both RM and EDF is shown in Figure 6.11.

![Figure 6.11. Mean effort \( \bar{E}_i^* \) for RM and EDF](image)

Notice that, as expected, the mean effort \( \bar{E}_i^* \) is greater for tasks with highest priorities according to RM, since no other task interfere in its execution, and consequently more errors have to be generated. On the other hand, lower priority tasks are preempted by any higher priority task and so the effort \( \bar{E}_i^* \) must be smaller. Also, observe that RM tends to be better than EDF only for lower priority tasks, as explained earlier. For most tasks, the fault resilience for EDF gets better than for RM, in general case.

The following section shows the confidence interval for the mean effort according to both traditional and bootstrap inference methods.

### 6.3.2 Computing Confidence Intervals

In this section we present the confidence intervals for the mean effort and percentile parameters, considering the simulated task sets. First, we show the confidence intervals
for the mean effort $\bar{E}_i^*$, regarding all processor utilization ranges, computed according to traditional inference, using R software. This is presented in Table 6.6

**Table 6.6.** $\bar{E}_i^*$ with 95% of confidence according to traditional inference

<table>
<thead>
<tr>
<th></th>
<th>RM $\bar{E}_i^*$</th>
<th>CI</th>
<th>EDF $\bar{E}_i^*$</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.562</td>
<td>[0.549,0.558]</td>
<td>0.544</td>
<td>[0.535,0.545]</td>
</tr>
<tr>
<td>2</td>
<td>0.421</td>
<td>[0.420,0.423]</td>
<td>0.426</td>
<td>[0.424,0.427]</td>
</tr>
<tr>
<td>3</td>
<td>0.221</td>
<td>[0.220,0.222]</td>
<td>0.228</td>
<td>[0.227,0.228]</td>
</tr>
<tr>
<td>4</td>
<td>0.125</td>
<td>[0.125,0.125]</td>
<td>0.149</td>
<td>[0.146,0.146]</td>
</tr>
<tr>
<td>5</td>
<td>0.101</td>
<td>[0.101,0.102]</td>
<td>0.135</td>
<td>[0.135,0.135]</td>
</tr>
<tr>
<td>6</td>
<td>0.080</td>
<td>[0.080,0.081]</td>
<td>0.122</td>
<td>[0.122,0.122]</td>
</tr>
</tbody>
</table>

The confidence interval was computed considering a confidence of 95%. In Table 6.6 it is possible to observe numerically that EDF is more resilient than RM. Indeed, the mean effort values $\bar{E}_i^*$ presented in the table are the same discussed in the previous section. Also, as mentioned before, RM is more resilient than EDF only for task $\tau_1$ because of its priority.

The confidence intervals for the mean effort were also computed considering bootstrap with a confidence of 95%. Such results are presented in Table 6.7.

**Table 6.7.** $\bar{E}_i^*$ with 95% of confidence according to bootstrap procedure

<table>
<thead>
<tr>
<th></th>
<th>RM $\bar{E}_i^*$</th>
<th>CI</th>
<th>$se_B$</th>
<th>EDF $\bar{E}_i^*$</th>
<th>CI</th>
<th>$se_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.562</td>
<td>[0.566,0.568]</td>
<td>0.0024</td>
<td>0.544</td>
<td>[0.539,0.549]</td>
<td>0.0023</td>
</tr>
<tr>
<td>2</td>
<td>0.309</td>
<td>[0.309,0.311]</td>
<td>0.0005</td>
<td>0.312</td>
<td>[0.311,0.313]</td>
<td>0.0005</td>
</tr>
<tr>
<td>3</td>
<td>0.221</td>
<td>[0.220,0.222]</td>
<td>0.0004</td>
<td>0.228</td>
<td>[0.227,0.228]</td>
<td>0.0004</td>
</tr>
<tr>
<td>4</td>
<td>0.125</td>
<td>[0.125,0.125]</td>
<td>0.0001</td>
<td>0.146</td>
<td>[0.145,0.146]</td>
<td>0.0001</td>
</tr>
<tr>
<td>5</td>
<td>0.101</td>
<td>[0.101,0.101]</td>
<td>0.0001</td>
<td>0.135</td>
<td>[0.135,0.135]</td>
<td>0.0001</td>
</tr>
<tr>
<td>6</td>
<td>0.081</td>
<td>[0.081,0.081]</td>
<td>0.0001</td>
<td>0.122</td>
<td>[0.122,0.122]</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Observe that, regarding task $\tau_1$, the mean effort for RM is greater than that for EDF, which is not true for the other tasks. Also, as mentioned before, the confidence interval for $\bar{E}_i^*$ computed by bootstrap is tighter than the ones computed by traditional inference,
since bootstrap provides more accurate standard errors for the estimators, such as the sample mean.

Bootstrap was also used to compute the percentile confidence interval for percentile estimators, considering both RM and EDF. Table 6.8 shows the result for each task $\tau_i$ considering 25th-percentile. Results presented in column $P_{25}^*$ indicates the estimated value, below which 25% of the effort values appear.

Table 6.8. 25th-percentile with 95% of confidence according to bootstrap procedure

<table>
<thead>
<tr>
<th>$i$</th>
<th>$P_{25}^*$</th>
<th>RM $CI_i$</th>
<th>$\hat{se}_B$</th>
<th>EDF $P_{25}^*$</th>
<th>EDF $CI_i$</th>
<th>$\hat{se}_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.313</td>
<td>-</td>
<td>0</td>
<td>0.313</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.156</td>
<td>-</td>
<td>0</td>
<td>0.147</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.122</td>
<td>[0.122,0.122]</td>
<td>0.0001</td>
<td>0.136</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.095</td>
<td>-</td>
<td>0</td>
<td>0.116</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.085</td>
<td>-</td>
<td>0</td>
<td>0.111</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.061</td>
<td>-</td>
<td>0</td>
<td>0.100</td>
<td>-</td>
<td>0</td>
</tr>
</tbody>
</table>

Observe that the 25th-percentile values are greater in EDF, except for tasks $\tau_1$, in which such values are the same, and $\tau_2$ in which RM is more resilient than EDF. Also, since $P_{25}^*$ values presented no variability, the standard error was zero for most tasks and consequently, there was no confidence interval for $\tau_1$, $\tau_2$, $\tau_4$, $\tau_5$ and $\tau_6$.

The 50th-percentile were also computed and is presented in Table 6.9. Notice that for task $\tau_2$ RM was also more resilient to faults than EDF. Considering tasks $\tau_1$, $\tau_2$ and $\tau_3$ the standard error was zero and no confidence interval could be calculated, which was not true for $\tau_5$ and $\tau_6$.

Finally, we computed the 75th-percentile, which is presented in Table 6.10. Observe that in this case all values for EDF were greater than RM values. Also, the standard error for tasks $\tau_4$ and $\tau_5$ is zero and consequently there is no confidence interval.
6.4 SUMMARY

This chapter presented two statistical inference methods, which were used to infer the fault resilience of a given task based on a sample of simulation scenarios. Traditional inference was used to compute the confidence interval for the mean effort, while bootstrap technique computed the confidence interval for both mean effort and percentile estimators.

Results presented in this section show how to compare two classical scheduling policies, RM and EDF, using a fault resilience metric. It was possible to compute fault resilience from each task viewpoint, which can be very useful, considering that each task may have a different criticality. It is important to mention that the approach described in this work can deal with other scheduling policies. To do so, it is necessary to modify the simulation engine accordingly.
In this work we derived a metric, called error generator effort, which aims at measuring the fault resilience of real-time systems. Such a metric is designed to be as independent of the assumed system model and/or fault model as possible. Moreover, it can be used to subsidize the system designer decisions when choosing the fault-tolerant mechanisms that best suit their systems.

In order to compute the fault resilience according to the proposed metric, a simulation environment was built. The developed framework has the advantage of not needing to simulate the system during the whole hyperperiod, which may be too time consuming in general case. The basic idea is to simulate the system during specific time windows and then compute the effort for each of them.

The simulation time windows are derived based on the concept of simulation scenarios, which are generated by a framework component called scenario generator. Two kinds of procedures were implemented to generate simulation scenarios: (a) sequential algorithms, which outputs all possible simulation scenarios for a given task and (b) random procedures, which generates a random subset of simulation scenarios.

After simulation scenarios are generated they are given as input to the simulation engine, which is responsible for computing the effort for a given system task. It is important to mention that even considering specific time windows, there may be some situations in which deriving the fault resilience for all simulation scenarios may not be practical. In this case, statistical inference methods are used so that the effort for a given task can be inferred based on a sample of such values.

In this work we considered two statistical inference methods. First, traditional inference, which is based on the Central Limit Theorem, was used to compute the confidence
intervals for the mean effort, regarding each system task. Bootstrap, which is a computational statistical inference method, was considered for determining the confidence interval for the mean effort and also for other parameters.

Experimental results indicate the differences of two well known scheduling policies, RM and EDF, from the viewpoint of fault resilience, demonstrating that our approach is reasonably independent of the system model.

Future work includes evaluating extensions of the proposed analysis focusing on two main aspects. First, better strategies for decreasing the pessimism of the analysis should be investigated. Less restrictive task models and the incorporation of probabilistic behavior for the error generator should also be addressed. A more ambitious goal is to use the principles described here to derive probabilistic schedulability bounds for real-time systems.
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